SUPPORT VECTOR MACHINE ANALYSIS FOR INTEREST AND TALENT CLASSIFICATION WITH PYTHON LIBRARY

Devi Sartika1, Febie Elfaladonna1,*, Andre Mariza Putra1

1Informatics Management, Politeknik Negeri Sriwijaya

email: *febie_elfaladonna_mi@polsri.ac.id

Abstract: Recognizing one's interests and talents early on is crucial in guiding an individual toward a prosperous future. While distinct, interests and talents share a close relationship. Interest denotes a genuine attraction to something without external pressure, and when consistently nurtured, it evolves into a skill or talent. Machine learning, specifically utilizing the SVM algorithm with the RBF kernel, can be applied to categorize interests and talents. Prior to SVM modeling, conducting Exploratory Data Analysis (EDA) is imperative for scrutinizing interests and talents. This analysis facilitates the identification of variables, enabling the elimination of missing values and ensuring the selection of appropriate interest and talent variables. The primary objective is to achieve optimal accuracy in modeling the classification of interests and talents. The insights gained from this research contribute to the creation of an application designed for categorizing interests and talents within SDN XYZ school. This application is designed for student use, assisting them in making informed decisions about their future education and career paths.
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INTRODUCTION

Interests and aptitudes, which are important dimensions in individual development, are often managed by parents to further the future of their children, with education playing a key role in the process [1]. Interests, as a natural expression of interest, reflect self-acceptance of the surrounding environment, while aptitude involves abilities that require specialised training[2]. For example, someone who is interested in singing and takes vocal training demonstrates aptitude in that area.

Implementing a structured classification system for students' interests and talents at SDN XYZ in Palembang City through digitalization can significantly impact the school's progress. It replaces the class teacher's subjective selection method with an objective approach, potentially leading to more successful alumni in line with the school's goals.

Method selection is crucial in developing applications for interest and talent classification. Machine learning, particularly the Support Vector Machine (SVM) algorithm, is commonly chosen. Machine learning facilitates data classification into specific classes or targets by predicting future outcomes based on data, executed on computers. The learning process involves two stages: testing and training. Machine learning comprises three main categories: Supervised Learning, Unsupervised Learning, and Reinforcement Learning[3]. In Supervised Learning algorithms, the system receives a training dataset consisting of inputs and desired outputs. Through this data, the system gains understanding by discovering patterns. These patterns are then used as a guide to process the next dataset [4].

Meanwhile, reinforcement learning utilises methods that can operate in a dynamic environment and achieve goals without relying on direct instructions from a computer. This category often includes both supervised and unsupervised aspects simultaneously. The Support Vector Machine (SVM) algorithm is designed to find the maximal hyperplane, which is a function to separate two classes. In the process, SVM endeavours to increase the margin or distance between the training pattern and the decision boundary. SVMs have proven to be effective on datasets with many attributes and are relatively easy to implement[5]. The advantages of using SVM include superior performance for both small and large datasets, as well as for data that has many attributes [6].

Previous research on the SVM algorithm focuses on providing early childhood education tailored to children's interests and talents from home. One project involves talent mapping through various learning methods and educational games, helping parents feel more at ease. The goal is to develop an AI-based learning application (Hompimpa.id) that uses AI algorithms to identify and nurture students' interests and talents [7]. Another study found that scientific paper abstracts offer specific topic details, but the increasing number of journals makes analysis challenging. An automated system using machine learning can efficiently classify information from these abstracts, such as research problems, solutions, results, discussions, implications, and keywords, enhancing information retrieval[8].

Another study evaluated the SVM method for classifying SMAW weld quality, noting human control's unreliability. Using a quadratic function kernel, the SVM model achieved a 96.2% accuracy in testing[9]. Researchers found that the Gaussian RBF kernel achieved optimal classification accuracy. In the study, 337 training data and 77 out of 82 test data were correctly classified,
resulting in a prediction accuracy of 93.9%[10].

The study concludes that Naïve Bayes is more effective than SVM in data classification, despite a small accuracy difference of 0.37%. Naïve Bayes achieves a Class Recall of 89.29%, compared to SVM's 92.86%, with an accuracy difference of 3.22%[11]. In Human Form recognition research, ANOVA and forward feature selection were used, with selected features input into SVM. The SVM's performance was consistent across linear, polynomial, and Gaussian RBF kernels. ANOVA was more effective than forward feature selection, confirming SVM's effectiveness as a classification tool[12]. Sentiment analysis of child-free opinions on Twitter shows that using SMOTE in Naïve Bayes and SVM models enhances sensitivity for underrepresented classes. The SMOTE-optimized SVM is the best for predicting sentiment. Pro child-free opinions often cite parental unpreparedness, while anti child-free opinions are based on religious beliefs and concerns about old age care[13].

Research at PTIPD highlighted the use of manual processes with Microsoft Word and Excel for managing complaint data. This research aims to classify iRaise system problems into multiclass categories. Using RapidMiner with 1040 complaint records and 10-Fold cross-validation, the model achieved a 95.67% accuracy without feature selection, with parameters C=2 and y=0.09[14]. A study using SVM to forecast house prices in Bandar Lampung included data on price, location, and building details. Using 51 data points and 33 variables, regression and classification were tested with three kernels. The polynomial kernel in regression achieved the highest R² of 95.99%, while the linear and Gaussian kernels achieved R² of 90.99% and 81.43%. In classification, the Gaussian kernel with eight classes reached the highest accuracy of 91.18%, followed by the linear kernel at 90.20% and the polynomial kernel at 89.90%[15]. A study on classifying Down Syndrome, Autism, and ADHD used SVM with kernels for non-linear data. The highest average accuracy was 63.11% with a polynomial kernel (λ = 10, C = 1, itermax = 200). However, the accuracy was unsatisfactory compared to psychologists' classifications, likely due to data imbalance and the limited dataset[16].

The studies conclude that the SVM algorithm's average accuracy exceeds 80%. Originally for binary classification, SVM now handles multiple classes, regression, and outlier detection. In machine learning, Exploratory Data Analysis (EDA) enhances data understanding through steps like maximizing insights, designing data structures, extracting key variables, detecting anomalies, testing hypotheses, selecting models, and optimizing factors[17].

Python, created by Guido van Rossum in the Netherlands in 1990, has become the preferred programming language for many corporations and developers. Inspired by Monty Python's Flying Circus, Python's simplicity, concise syntax, and extensive library support have led to its widespread use in desktop, web, and mobile applications, making it popular in both industry and education[18]. Python libraries gather modules containing reusable code, streamlining development by eliminating the need to rewrite code for each program. This research uses several libraries provided by Python such as Pandas, NumPy, SciPy, Scikit-learn, and others.

**METHOD**

There are five stages in the research that are part of the machine
learning process. The following is an explanation for each stage:

**Data Identification and Preparation Stage**

Data collection often involves data mining and web scraping. A logical and mathematical approach was used to survey 144 parents of SDN XYZ students, with 15 statements about children's preferences. Responses, considered ordinal data, were analyzed by school staff to classify interests and talents based on the BK teacher’s assessment.

**Data Acquisition**

Derived from a Google Form questionnaire consisting of 15 statements, resulting in the classification of two classes, namely interest and talent. The 15 statements are: student's grade, age of student, critical thinking, likes trading and math, likes certain types of sports, likes to play musical instruments or sing, likes to cook, likes to write, read or tell stories, likes to draw, paint or color, often participate in coloring, drawing or painting competitions, often participate in coloring, drawing or painting competitions, often participate in storytelling, speech competitions, or poetry, often participates in singing or acting competitions, good at singing and playing music, proficient in drawing, coloring, and painting, proficient in acting activities.

Questions are answered using a Likert scale, scored by the counseling teacher from 0 to 100 to reflect the child's interests or talents. Next, convert the survey data into a tabular format for analysis using Pandas, NumPy, and SciPy in Jupyter Notebook.

**Exploratory Data Analysis**

In this study, data exploration involved analyzing features of the dataset on primary school students' interests and aptitudes using chi-square and T-tests. Chi-square ($x^2$) assesses the significance of relationships between dependent and independent variables. The T-test measures the significance of differences between variables, helping to determine if the relationships are statistically acceptable.

![Figure 1. Run The Chi Square Test Sklearn Function](image)

In addition to producing a chi-square value which is an implementation of "chi2", the output also includes T-test results that show how significant the effect of the independent variable is on the dependent variable.

![Figure 3. T-Test Results](image)

In this study, a higher chi-square value indicates a stronger correlation between variables. Chi-square and T-tests were conducted twice, using the same dependent and independent variables. However, in the second round, only the independent variables selected from the first round were used.
Anomaly Identification

Anomaly identification recognizes and removes inappropriate data to maintain data quality. This data can be re-examined or deleted before further processing. Chi-square and T-Test results revealed that only nine of the many variables tested were suitable for further processing.

Recommended Variables

Based on Chi-square and T-Test results, two dependent variables ("prediction" labeled as interest and talent) and nine independent variables were identified as suitable. The nine variables are: "good at acting", "participates in writing, reading, or storytelling activities", "plays musical instruments and sings", "participates in coloring, drawing, or painting competitions", "draws, paints, or colors", "engages in cooking activities", "good at drawing, painting, and coloring", "good at singing while playing musical instruments," and "participates in singing and acting competitions".

RESULT AND DISCUSSION

Support Vector Machine with Python

After completing exploratory data analysis and identifying the recommended variables, the next step is to analyze the data using the Support Vector Machine (SVM) algorithm with Python. Four Python libraries were used: pandas, numpy, matplotlib, and seaborn.

Matplotlib transforms raw data into valuable information through graphs and diagrams, while seaborn creates graphs and statistical visualizations.

The figure above illustrates the number of rows in the dataset, reaching 144 data with 12 variables. In addition, this data is classified by aptitude prediction, with 95 people, and interest prediction, with 49 people.

Data Preparation

Some variables have an object data type, which were transformed using the label encoder function from the scikit-learn library to facilitate correlation observation. A strong linear pattern in the relationships indicates a correlation close to -1 or 1, while a non-linear relationship indicates a correlation close to 0 or an irregular pattern.

The dataset showed an imbalance in class distribution, which was addressed using the SMOTE (Synthetic Minority Over-Sampling Technique) oversampling technique. SMOTE generates new synthetic samples by finding the nearest neighbor of the minority sample and using it as a reference. After applying SMOTE, the class distribution became balanced, as shown in the following figure:
In the early stages of modeling, the dataset was divided into 60% training data and 40% testing data. This larger proportion for training data ensures the model can be trained optimally, allowing it to identify complex patterns and relationships, thus enhancing its ability to make accurate predictions on unseen data.

The dataset was split into training and testing sets using `train_test_split` from scikit-learn. `X_train` and `X_test` store features, while `y_train` and `y_test` store targets. An SVM model with an RBF kernel was used for its effectiveness with non-linear data. GridSearchCV was employed to optimize `C` and gamma values, testing `C` (0.1, 1, 10, 100, 1000) and gamma (1, 0.1, 0.01, 0.001, 0.0001).

The next step is to evaluate the performance of the SVM model using Confusion Matrix. Confusion Matrix is a table used to illustrate the predictive quality of a model, by comparing the predicted results with the actual values of the test data.

The results of the confusion matrix in classifying interest and talent status with the Support Vector Machine method are illustrated in Figure 18. Furthermore, classification report is used to obtain a detailed report on the performance of the classification model in predicting interest and talent classes, as shown in the following figure.

Gambar 13. Classification Report of SVM

The precision for the aptitude class is 1.00, indicating a 100% accuracy rate, while for the interest class, it's 0.82, representing an 82% accuracy rate. Recall for both classes shows that all positive
samples were correctly identified, with rates of 80% for aptitude and 100% for interest. High recall suggests the model effectively recognizes positive samples. F1-score values were high for all classes, indicating a balanced performance between precision and recall, and a strong ability to make accurate positive predictions while recognizing all positive samples.

**Evaluation**

The cross-validation method assesses a model's performance on unseen data. Evaluation of the interest and talent model using cross-validation yielded an accuracy of 96.66%. These results affirm SVM's suitability and its potential in developing applications for classifying students' interests and talents at SDN XYZ Palembang, aiding decision-making processes.

Based on the implementation of Exploratory Data Analysis (EDA) and Support Vector Machine (SVM) algorithm on 144 questionnaire datasets for SDN XYZ Palembang students, it is concluded that SVM is highly suitable for interest and talent classification with a 73% accuracy rate. From the pie charts, it's evident that among the 144 datasets, aptitude counts for 53%, while interest is at 47%. This facilitates efficient management of student competence in SDN XYZ Palembang based on interests and talents, aligning with the school's goal of producing competent graduates.

**CONCLUSION**

Utilizing Exploratory Data Analysis (EDA) and the Support Vector Machine (SVM) algorithm on 144 questionnaire datasets for SDN XYZ Palembang students, it is concluded that SVM is highly suitable for interest and talent classification with a 73% accuracy rate. From the pie charts, it's evident that among the 144 datasets, aptitude accounts for 53%, while interest is at 47%. This facilitates efficient management of student competence in SDN XYZ Palembang based on interests and talents, aligning with the school's goal of producing competent graduates.
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