IMPLEMENTATION OF DATA ANALYSIS HOTEL RATING LEVELS IN BALI USING THE K-MEANS ALGORITHM AND DECISION TREE
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Abstract: The service dramatically affects the number of guests staying at the hotel. Bali is the most visited tourist area by foreign tourists. Therefore, improved service is crucial for determining the rating level of a hotel. This research aims to combine two data mining algorithms: clustering and classification. This research is expected to contribute to hospitality in improving the best services for tourists, especially in the City of Bali. Clustering algorithms are used to group the best number of hotels based on the four clusters selected from the k-means clustering algorithm. The classification algorithm using C4.5 determines the factors most dominant in determining the hotel rating level based on the gain ratio. The data used in this study results from observations on the website agoda.com in Bali of 51 data. The results of this study explained that cluster_0 is the highest-rated cluster, with a total number of 19 hotels found in cluster_0. Data cluster_0 is used for classification analysis using a decision tree, and the most dominant factor is the service factor, with an accuracy of 80%.
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INTRODUCTION

The influx of foreign tourists to Indonesia will increase the country's foreign exchange reserves and improve the economy of residents in tourist areas [1]. Denpasar, the capital city of Bali, is one of the destinations for foreign tourists.
visiting Indonesia. Indonesia has many beautiful natural attractions, tourist parks, and traditional parks that support the country's tourism development. Indonesia's geographical location, which has many natural beauties, has attracted foreign tourists to come and see these natural wonders[2]. With excellent and well-planned management, tourism in Indonesia will be able to attract foreign tourists to visit. One closely related area is accommodation. By providing adequate and quality facilities, hotel managers must evaluate based on visitor feedback data from various hotels.

The hotel industry prioritizes service to customers[3]. Government Regulation of the Republic of Indonesia No. 65 of 2011, coinciding with September 31, 2001, Article 1, states, "A hotel is a building specifically provided for people to stay or rest, receive services and other facilities for a fee, including other buildings that are integrated and managed and owned by the same party except for shops and offices." Hotels in Bali require new management ideas to increase profits. One idea that can be tried is to set up a hotel management strategy[4]. Such a scheme requires a tourist or customer database and their feedback[5]. The comfort of hotel guests in using hotel services is an essential requirement, so hotel managers must provide the best possible comfort to maintain accommodation services. In the technology and data analysis era, hotel managers can improve hotel service ratings through a data mining approach.

The problem in managing hotels[6].

Clustering methods such as K-Means and classification methods like C4.5 can be utilized in the approach [7]. Clustering aims to sort hotel data based on the variables used. In this case, the clustering result yields data clusters with optimal values [4]. From the clustering results, the next step is to perform a classification process using the C4.5 decision support system algorithm. The next step from the optimal cluster data is determining what factors greatly influence the hotel service quality rating. The decision support system is designed for the decision-making process. Almost all companies, from small to large scales, use decision support system methods to support their business activities in increasing profits. With the K-Means algorithm, we can cluster based on the highest ranking and apply the C4.5 algorithm to determine the factors causing hotel ratings to increase or decrease[8]. A previous study conducted by Intan Utanasa, titled "Clustering Analysis with K-Means for Grouping Product Sales at the Newton Hotel," concluded that the clustering performed by data mining in this study resulted in three separate cluster lists: top-rated, moderately famous, and less popular product categories.

However, this study still has some weaknesses, such as not explaining which factors dominate Newton Hotel's product sales. Therefore, this study combines two algorithms, clustering, and classification decision tree, to select hotels with the best ratings in Bali using the K-Means algorithm. Then, the C4.5 decision tree algorithm determines the most dominant factors in the rating level: Cleanliness, Location, Service, Facilities, Room Comfort, Price, Quality, and Value Rating[9]. It is expected that this research will be beneficial for related institutions and hotel managers in improving hotel service ratings. The novelty of this research lies in applying two algorithms to analyze hotel rating levels in Bali, using the K-Means algorithm and the decision tree algorithm, with a case study
METHOD

The research used an approach that involved data mining science, algorithms, and applications.

Data Mining

Data mining has several similarities, such as knowledge discovery or pattern recognition. These two terms have their accuracy. The term knowledge discovery or insight discovery is appropriate because the vital goal of data mining is to obtain insights that are still hidden in lumps of data[11]. The term pattern recognition or pattern identification is also appropriate because the understanding that will be explored is in the form of patterns that may also need to be extracted from within the chunk of data being experienced. If the term data mining is used in this article, this is based more on the popularity of this term in data mining activities [12].

K-Means

The k-means algorithm. The grouping equation divides n observation subjects into k clusters, assigning each subject to the cluster with the closest mean. This procedure aims to create a representative point for each group by iterating through various algorithms to correct the data. K-Means is a non-hierarchical (dividing) data grouping method that attempts to partition the data found into 2 or more groups[13]. This method system partitions data into groups. Finally, data with similar characteristics is put into one group, and data with different characteristics is grouped into another group.

The k-means algorithm is an algorithm that requires an input standard of k and sorts a group of n subjects into k clusters so that the level of similarity between units in one cluster is significant. In contrast, the level of similarity with units in other clusters is minimal. The similarity of units to a cluster is measured by the subject's familiarity with the mean number in the cluster or can be said as the cluster centroid or center of mass[14]. This section is the sequence of research methods carried out, including starting with system design, data collection, data processing, then Decision Tree, grouping using K-Means, and evaluating and verifying the results; each sub-chapter will be explained in the next section [15].

Decision Tree

A decision support system is specifically designed to collect decisions[16]. Almost all industries, starting from small ratios or large ratios in carrying out employee income activities, are beginning to make decisions using decision support systems to support the capabilities of their company's activities[17]. Data mining using decision tree procedures is widely used to deal with cases with large amounts of information. This decision tree procedure is a grouping procedure that is widely used because it
is built relatively quickly, the results of the form formed are easy to understand, and the estimation results are solid, so they can help gather decisions [18].

**Research Stages**

![Image 2. Stages of the Research Process]

They start by processing the dataset, which is the provision determined using the standard K-Means algorithm, and the decision tree, which is processed based on the existing dataset. Then, they choose the set of roles that become labels. The first stage, applying the K-Means algorithm, starts with entering the dataset and determining the number of clusters. After the results are available, the decision tree algorithm will be applied based on the results from the K-Means algorithm. Then, the leaf size and size for the split will be determined, and the algorithm will be validated.

**Data Analysis**

Information analysis is a way of processing data to create valuable data that can be used to make decisions for solving a case. This analysis method includes grouping information based on its characteristics, eliminating information, transforming knowledge, and creating forms of information to create meaningful data from that information. There are several types of information analysis when conducting research, namely qualitative and quantitative. Qualitative analysis uses an analytical method that does not use mathematics or statistics. In other words, this analysis is carried out by reading charts, diagrams, or other existing data obtained from various sources using unique information-gathering methods[19].

The purpose of qualitative analysis is to create meaning from the data. Quantitative analysis uses mathematical or statistical forms to work with the information. The results of the analysis are generally in the form of numbers that will be presented and explained by the researcher[20]. There are also methods used in quantitative analysis, namely descriptive analysis methods and inferential analysis methods, which have their respective uses.

Following this is the data taken from the Agoda site, which contains data on hotel accommodation in Bali. The table has categories: Cleanliness, location, service, facilities, room comfort, price, quality, price, value/rating, and 51 hotel data in Bali.
**Table 1. Bali Hotel Dataset**

<table>
<thead>
<tr>
<th>Hotel Data</th>
<th>Cleanliness</th>
<th>Location</th>
<th>Service</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDEN Hotel Kuta Bali</td>
<td>8.1</td>
<td>8.6</td>
<td>8.4</td>
<td>Amazing</td>
</tr>
<tr>
<td>J Hotel Kuta</td>
<td>7.6</td>
<td>7.8</td>
<td>7.6</td>
<td>Very Good</td>
</tr>
<tr>
<td>PrimeBiz Hotel Kuta</td>
<td>8.7</td>
<td>8.7</td>
<td>8.7</td>
<td>Amazing</td>
</tr>
<tr>
<td>Amnaya Resort Kuta</td>
<td>9.4</td>
<td>8.9</td>
<td>9.5</td>
<td>Spectacular</td>
</tr>
<tr>
<td>Mahogany Hotel</td>
<td>8.6</td>
<td>7.6</td>
<td>8.8</td>
<td>Amazing</td>
</tr>
</tbody>
</table>

**Determining Data Types**

To implement this data, you need the help of an additional application, Rapid Miner V10, to determine the data type used in each category. Below are Categorical for each data used.

**Table 2. Bali Hotel Data Type (K-means)**

<table>
<thead>
<tr>
<th>Hotel Name</th>
<th>Nominal</th>
<th>Hygiene</th>
<th>Real</th>
<th>Location</th>
<th>Real</th>
<th>Service</th>
<th>Real</th>
<th>Facilities</th>
<th>Real</th>
<th>Room Comfort</th>
<th>Real</th>
<th>Price &amp; Quality</th>
<th>Real</th>
</tr>
</thead>
<tbody>
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</tr>
</tbody>
</table>

**Table 3. Bali Hotel Data Type (Decision Tree)**

<table>
<thead>
<tr>
<th>Hotel Name</th>
<th>Nominal</th>
<th>Hygiene</th>
<th>Real</th>
<th>Location</th>
<th>Real</th>
<th>Service</th>
<th>Real</th>
<th>Facilities</th>
<th>Real</th>
<th>Room Comfort</th>
<th>Real</th>
<th>Price &amp; Quality</th>
<th>Real</th>
<th>Price</th>
<th>Integer</th>
<th>Value/Rating</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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</tbody>
</table>

**Table 4. K-Means Algorithm Parameter**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>Number of Clusters</td>
<td>4</td>
</tr>
</tbody>
</table>

**Design Rapid Miner**

Data entered into Excel starts in column A1 and requires the help of software, namely Rapid Miner V10, to process the data. When the data is entered into the Repository in Rapid Miner, specify the Role Set or "Value/Rating" as the data label or target. The architectural design to apply this data to the Rapid Miner, as in the image 3:

![Image 3. K-Means Algorithm Design](image3)

After processing in the Rapidminer Application with the K-Means Algorithm with the following parameters:

**Table 4. K-Means Algorithm Parameter**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>Number of Clusters</td>
<td>4</td>
</tr>
</tbody>
</table>

Hotel ranking data is analyzed using the K-Means algorithm, with parameters set to give specific results based on total data. Get the following results:
After the data is input and run by Rapid Miner V10, with the parameters in Table 5, the results of applying Data Mining in Rapid Miner are displayed in the Decision Tree below.

**Decision Tree**

The level of accuracy of the Decision Tree data is as follows:

![Image of Decision Tree Data Accuracy](image)

With data accuracy of up to 80.00%, it can be used as a reference for research where the data is more than 75%. Then, the results of the decision tree and the most influential factors.

**Image 7. The result of the Decision Tree Algorithm**

On the results in Figure 7, the service is the most influential factor in determining the hotel ratings in Bali. The description of the Decision Tree reading is as follows:

- Layanan > 8.050: Luar biasa
  - {Sangat Baik=1, Luar Biasa=14}
- Layanan ≤ 8.050: Sangat Baik
  - {Sangat Baik=4, Luar Biasa=0}
CONCLUSION

Based on results and considerations, it can be concluded that for hotels in Bali, based on data from the Agoda website, the decision tree or factor that has the most significant influence is in terms of service, which means excellent service. The advantage of this research is the implementation of two different algorithms to identify the correct problem and serve as a reference for companies or hotel managers to improve hotel ratings so that they can evaluate each factor that can improve hotel rankings.
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