PERFORMANCE ANALYSIS OF CLUSTERING MODELS BASED ON MACHINE LEARNING IN STUNTING DATA MAPPING
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Abstract: Stunting is one of the nutritional problems that the world pays the most attention to and a major nutritional problem in Indonesia. Stunting is a problem in toddler growth which is characterized by a toddler's height that is too short compared to toddlers of his age. In the research location, namely Asahan Regency, the mapping of areas prone to increased stunting rates has not been carried out optimally. The process of exploring the stunting data warehouse is useful for adding information that can assist the government in making policies. Therefore, the aim of this research is to map stunting-prone areas in Asahan district based on the number of stunting cases in Asahan district using the machine learning-based K-Means clustering model. Based on previous research reviews, the k-means clustering method used has not used the normalization process. In addition, distance measurement only uses Euclidean Distance. Meanwhile, in this research, clustering performance analysis was carried out using a more in-depth process, namely by applying data normalization at the beginning, using the elbow method to determine the best number of clusters (K), measuring distance using Euclidean Distance, Manhattan Distance and Minkowski Distance to obtain comparison results. better clusters. The analysis results show that the best number of clusters is cluster 2 which shows the mapping results into 2 groups with a DBI of 0.51290 and a silhouette_score of 0.71432.

Keywords: stunting; k-means clustering; machine learning

Abstrak: Stunting menjadi salah satu permasalahan gizi yang paling diperhatikan dunia dan permasalahan gizi yang utama di Indonesia. Stunting merupakan masalah pada pertumbuhan balita yang ditandai dengan tinggi badan balita yang terlalu pendek dibanding balita seusianya. Pada lokasi penelitian yaitu Kabupaten Asahan, pemetaan daerah rawan peningkatan angka stunting belum dilakukan dengan optimal. Proses eksporasi gudang data stunting ini berguna untuk menambah informasi yang dapat membantu pemerintah dalam mengambil kebijakan. Maka dari itu, tujuan dari penelitian ini adalah pemetaan daerah rawan stunting di kabupaten Asahan berdasarkan jumlah kasus stunting di Kabupaten Asahan menggunakan model clustering metode K-Means berbasis machine learning. Berdasarkan tinjauan penelitian terdahulu, metode k-means clustering yang digunakan belum menggunakan proses normalisasi. Selain itu, pengukuran jarak hanya menggunakan Euclidean Distance. Sedangkan dalam penelitian ini, analisis kinerja clustering yang dilakukan dengan proses yang lebih mendalam yaitu dengan penerapan normalisasi data di awal, penggunaan elbow method untuk penentuan jumlah cluster (K) terbaik, pengukuran jarak dengan Euclidean Distance, Manhattan Distance dan Minkowski Distance untuk mendapatkan hasil perbandingan cluster yang lebih baik. Hasil analisis menunjukkan bahwa jumlah cluster terbaik yaitu cluster 2 yang menunjukkan hasil pemetaan menjadi 2 kelompok dengan DBI 0.51290 dan silhouette_score sebesar 0.71432.
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INTRODUCTION

Stunting is one of the world's most concerned nutritional problems and a major nutritional problem in Indonesia. Stunting is a problem in the growth of toddlers which is characterized by the toddler's height being too short compared to toddlers his age. Indonesia is ranked 34th out of 50 countries with the highest cases of stunting under five in the world, and is ranked 6th in Southeast Asia[1]. The results of the integration of the March 2019 Susenas with the 2019 Study on the Nutritional Status of Indonesian Toddlers (SSGBI) show that cases of stunted toddlers in Indonesia are 27.7%, this Image still does not reach the standard set by WHO, namely 20%. To prevent an increase in stunting rates, local governments need to map stunting-prone areas first so that stunting management programs can be more precise[2].

At the research location, namely Asahan Regency, mapping of areas prone to increasing stunting rates has not been carried out optimally. Studies on potential areas experiencing an increase in the number of stunting are still minimal. This is because the data warehouse owned by the district government regarding public health data, especially those related to stunting, has not been explored optimally. This data exploration process is useful for adding information that can help the government in making policies. Therefore, the aim of this research is to map stunting-prone areas in Asahan district based on the number of stunting cases in Asahan district using the machine learning-based K-Means clustering model.

The use of a machine learning-based clustering model was chosen because clustering has good capabilities in grouping data [3][4]–[6]. In the process, the clustering model groups data based on the level of data similarity based on the amount of data for each factor or criterion [7], [8]. The elbow method is a method that is often used to determine the number of clusters to be used in k-means clustering[9]–[11]. The clustering method that will be used in this research is K-Means clustering by optimizing the number of clusters through normalization and the elbow method using Python programming.

METHOD

Problem solving through performance analysis of machine learning-based clustering models is carried out using several processes. Starting with carrying out a data normalization process which aims to equalize the data dimensions for each factor to make the cluster process easier. The process continues by determining the best number of clusters (K) using the Elbow method which aims to minimize iterations so that the cluster process becomes faster.

Next, the analysis process using the K-Means clustering method is carried out by comparing several data distance measurement techniques. Several data distance formulas that will be compared are Euclidean Distance, Minkowski Distance, and Manhattan Distance. This aims to measure performance using the Davies Bouldin Index for the performance of each data distance so that the best data cluster results can be obtained and become the final result of this research. The programming used is Python.
Data normalization uses Min-Max normalization.

The min-max normalization method converts a data set into a scale ranging from 0 (min) to 1 (max) [12], [13].

\[
x_{\text{norm}} = \frac{x' - \text{min}(x)}{\text{max}(x) - \text{min}(x)} (\text{new}_{\text{max}}(x) - \text{new}_{\text{min}}(x)) + \text{new}_{\text{min}}(x)
\]

Information:
- \( x \) = data attributes
- \( \text{min}(x) \) and \( \text{max}(x) \) = minimum and maximum absolute values of \( x \)
- \( x' \) = old value of each entry in data
- \( \text{new}_{\text{max}}(x) \) and \( \text{new}_{\text{min}}(x) \)

**Elbow Method**

Elbow method to determine the most optimal number of clusters by calculating the SSE (Sum of Squares Error) value of each cluster [14], [15].

\[
\text{SSE} = \sum_{k=1}^{k} \sum_{x \in S_k} \|x_i - C_k\|_2^2
\]

Information:
- \( Xi \) = attribute value from the ith data
- \( C_k \) = value of the i-th Cluster center point attribute

**Steps in the K-Means Clustering method** [16], [17] are determines the initial centroid and calculate the distance between the centroid point and the point of each object.

In this research, a comparative study of 3 cluster distances will be carried out, namely:

a. **Euclidean Distance**

\[
d(x, y) = \|x - y\| = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

Information:
- \( d \) = the distance between \( x \) and \( y \)
- \( x \) = cluster center data
- \( y \) = data on attributes
- \( i \) = every data
- \( n \) = amount of data

b. **Manhattan Distance**

\[
d(x, y) = \left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{1/p}
\]

Information:
- \( d \) = the distance between \( x \) and \( y \)
- \( x \) = cluster center data
- \( y \) = data on attributes
- \( i \) = every data
- \( n \) = amount of data,
- \( xi \) = data at the center of the i cluster
- \( yi \) = data on each i data
- \( p \) = power

c. **Minkowski Distance**

\[
d(x, y) = \sum_{i=1}^{n} |x_i - y_i|
\]

Information:
- \( d \) = the distance between \( x \) and \( y \)
- \( x \) = cluster center data
- \( y \) = data on attributes

1. Grouping objects to determine cluster members is by taking into account the minimum distance of the object.
2. Return to stage 2, repeat until the resulting centroid value is constant.

**RESULTS AND DISCUSSION**

In the data processing process, data on community health centers will be given a letter code to disguise the actual location, especially when it is published. This is because the data is private data that is not to be shared widely. The analysis process using Python starts from installing the library and importing the data.

```python
# import dataset
import matplotlib.pyplot as plt
from pandas.plotting import scatter_matrix
import pandas as pd
```
df = pd.read_excel('datastuntingok.xlsx')

with the following data distribution results.

![Image 1. Distribution of Stunting data](image1.png)

Next, an elbow method search process will be carried out to obtain the best K information that will be selected in the cluster process. So we get the elbow method as follows:

![Image 2. elbow method](image2.png)

Based on the elbow method in Image 2, there are 3 possible optimal clusters, namely K=2, K=3 and K=4. The food will be analyzed to see the performance of each cluster.

**Plot and Performance at K=2 (2 Clusters)**

![Image 3. Distribution of K=2 data](image3.png)

With performance values as follows:

- silhouette_score 2 Cluster = 0.7143247034059921
- davies_bouldin_score 2 Cluster = 0.5129107070094454

With the condition that silhouette_score is close to 1, the best, close to min 1, the worst, davies_bouldin_score is close to 0, which is better, where the -value is ignored.

**Plot and Performance at K=3 (3 Clusters)**

![Image 4. Distribution of data K=3](image4.png)

silhouette_score 3 Cluster = 0.5782753964820787

davies_bouldin_score 3 Cluster = 0.6197873736962533

With the condition that the silhouette_score is close to 1, the best, the worst is close to 1, the Davies Bouldin score is close to 0, the better, where the -value is ignored.

**Plot and Performance at K=4 (4 Clusters)**

![Image 5. Data Distribution K=4](image5.png)

With performance values as follows:

- silhouette_score 4 Cluster =
- davies_bouldin_score 4 Cluster =
silhouette_score 4 Cluster =

0.5859845679738441

davies_bouldin_score 4 Cluster =

0.47775947595692403

With the condition that silhouette_score is close to 1, the best, close to min 1, the worst, davies_bouldin_score is close to 0, which is better, where the -value is ignored.

Table 2. Cluster Performance

<table>
<thead>
<tr>
<th>Cluster/Index</th>
<th>Silhouette</th>
<th>Davies_Bouldin</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=2</td>
<td>0.71432</td>
<td>0.51290</td>
</tr>
<tr>
<td>K=3</td>
<td>0.57827</td>
<td>0.61978</td>
</tr>
<tr>
<td>K=4</td>
<td>0.58598</td>
<td>0.477759</td>
</tr>
</tbody>
</table>

Based on the three analysis processes carried out, the results of which are shown in table 2 above, it can be concluded that the best cluster produced is cluster 2.

CONCLUSION

Based on the three analysis processes carried out, the results of which are shown in table 2 above, it can be concluded that the best cluster produced is cluster 2 which shows the results of mapping into 2 groups with a DBI of 0.51290 and a silhouette_score of 0.71432. With the condition that silhouette_score is close to 1, the best, close to min 1, the worst, davies_bouldin_score is close to 0, which is better, where the -value is ignored.
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