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Abstract: Face recognition has become a common thing used in the field of surveillance and security in computer technology and image devices. This study aims to identify the usefulness of a person's face on 3 test images. This study examines the methods of cropping techniques, image enhancement through intensity measurement, and histogram analysis to improve the contrast and distribution of image intensity. In addition, the Viola-Jones algorithm is used to detect key facial features such as eyes, nose, and mouth. The results of the analysis are then applied in the feature evaluation stage, where usually between facial features are applied to measure the ratio of facial proportions. Furthermore, the comparison of proportional ratios of several images was analyzed using bar graphs and line graphs to evaluate the trend and stability of facial proportions. The results showed the best ratio stability with a smaller variation of the on-off ratio of image 2 which is 0.4762 pixels to 0.4983 pixels. Image 2 is the most ideal for face measurement systems based on geometric ratios because it provides more consistent and visible results.
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INTRODUCTION
As computers and imaging equipment have advanced, facial recognition has become commonplace for convenience and surveillance purposes[1],[2]. Face recognition is in great demand for Face Identification[3]. The use of facial recognition technology is becoming more and more significant in the fields of crime investigation, border control surveillance, video surveillance, access control, and human-computer interaction[4],[5]. In computerized image pattern processing, face image processing has emerged as one of the computer vision domains. One of the most essential biometrics that contains crucial data for determining a person's traits is their face[6]. The face is the most crucial feature for identifying each person.  It acts as each person's identity[7]. There are two steps in the process of verifying face data. In the first step, face detection is done rapidly unless the item is positioned far enough away. The second stage begins with the recognition of individual faces. The entire procedure is then repeated, which aids in the creation of a facial recognition model that is regarded as one of the best in biometric technology. The Eigenface and Fisherface methods are facial pattern recognition techniques.  In essence, the eigenface approach reduces the face dimensional space of facial traits by using Principal Component Analysis, or PCA[8]. 

A computer program called facial recognition may recognize, track, detect, or validate human faces in photos or videos taken with a digital camera. Even while face detection and recognition technology has advanced significantly for security, identity, and attendance purposes, issues still exist that prevent it from reaching or surpassing human-level accuracy. These issues include differences in how the human face appears, including different lighting, noise in the face image, scale, posture, and more. In order to improve the LBP code and raise the overall accuracy of the face recognition system, this study introduces a novel approach that combines Local Binary Pattern (LBP) algorithms with sophisticated image processing techniques like contrast adjustment, bilateral filters, histogram equalization, and image blending[9].

Human identity and verification depend on ethnic identification for demographic data, which has been researched for soft biometric analysis. Identification by ethnicity techniques using color-based features largely fail to accurately determine ethnic class because of to color-based features' poor qualities. The suggested model goes through multiple stages, including feature selection, classification, and skin color feature extraction. In the feature extraction process, Dynamic Skin Color detection is adapted to extract skin color information from candidate faces. Multi-colored features are formed from descriptive statistical models. Feature selection techniques are applied to reduce the dimensions of the feature space. Lastly, a number of classification techniques were used to test the proposed ethnic identification. The Random Forest approach produced better results in multi-color data than individual color space models, with an accuracy of 0.888[10].

The Viola-Jones method is one of the most widely used face detectors in numerous real-world applications with heterogeneous computing architectures. Viola Jones becomes a real-time and powerful face detector. In the paper, a method of selecting trainsets based on histograms was generated from AdaBoost. The training procedure was then compared with the basic training presented[11].

Face detection utilizing Viola Jones method in this study was used to examine the performance of the algorithm in detecting faces from diverse photographs from the internet. The methods used are Haar-Like features for facial feature extraction, Integral Image to speed up feature calculations, AdaBoost Learning to select the most relevant facial features and Cascade Classifier to improve Face detection efficiency. The data tested as many as 15 random images from the internet with the number of faces varies. The results obtained in detecting faces with an average accuracy of 89.86% [12].

In this study, the impact of the Gaussian Blur filter on the accuracy of face detection using the Viola-Jones technique.  This study determines how much the blur effect affects the object detection process. In addition, it also finds the minimum Peak Signal-to-Noise Ratio (PSNR) value that can still be used to detect objects. Converting color images to grayscale, adding gaussian blur effects, and converting images to video format are all data processing techniques used.  The method for Face detection process using viola Jones with Haar-Like features, PSNR, and K-Means clustering algorithm.  The outcomes of this investigation showed that the Viola-Jones method was unable to find faces with a blur rate of 68%.  A PSNR value of at least 17.84 dB is still appropriate. during The procedure of detecting, but if the value is below 16.6 dB, the object cannot be detected at all [13].

Facial mask identification systems utilizing fuzzy logic and the Viola-Jones approach will be used in a variety of environments, such as public transportation, educational institutions, and shopping centers. Research on face and feature using the Viola-Jones method for detection method with Haar cascade to detect the face, eyes, and mouth as well as fuzzy logic to improve detection accuracy. The results showed that the combination of Viola-Jones method and fuzzy logic is more accurate in detecting faces and masks [14].

Improved image processing efficiency taken through PGC (Phase Gradient Correlation) and stereo vision techniques by using innovative Viola-Jones (VJ) algorithms, and comparing them with Local Binary Pattern Histogram (LBPH) algorithms. The Data used 20 face image samples taken at various times for testing of the automatic face detection and recognition system. The algorithms used are the innovative Viola-Jones algorithm for Face Detection and the Local Binary Pattern Histogram (LBPH) algorithm for Face Recognition. The results obtained by the innovative Viola-Jones algorithm show an increase in efficiency in face detection compared to previous methods. The LBPH algorithm gives competitive results in face recognition, in accordance with other studies showing high accuracy under certain conditions [15].



Early warning system to detect driver fatigue using innovative image processing techniques and Histogram of Oriented Gradients (HOG), as well as evaluate the quality of the driver by comparing the Viola-Jones algorithm and HOG in detecting the frequency of blinking eyes. Using samples varied up to 100 times to ascertain the Viola-Jones machine learning system's forecast accuracy in blink frequency detection. The method used is Viola-Jones to predict driver sleepiness behavior through Blink frequency detection and hog (Histogram of Oriented Gradients) as a comparison in evaluating the quality of Blink frequency detection. The result was that Viola-Jones achieved a percentage of Blink frequency detection of 86.14%, while HOG reached 75.84% [16].


The use of MATLAB features in a more accurate, secure, and adaptive facial authentication system is built to handle a variety of facial recognition challenges. The face detection approach with Viola-Jones and Deep Learning, developed using the MATLAB application designer, makes it easy for users to register faces and authenticate. The use of metrics for accuracy, precision, recall, and processing time to guarantee that the system is working correctly. Compared to traditional approaches, the results of the combination of Viola-Jones and deep learning increase the resilience of the system to environmental variations [17]. Face detection is done in this study is to determine the ratio between objects in an image to help face recognition using Viola jones algorithm.
METHOD
The methodology used in this study discusses utilizing the Viola Jones algorithm to recognize a person's face. The process used in this study is cropping, enhancement, histogram, viola jones algorithm, feature extraction and determination of facial proportion ratio.
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Figure 1. Research Methodology
A.
Input Image


Input image is an image taken from the image that is on the internet as many as 30 images, but the image presented in this process as many as 3 input images with 4 objects in the image. The process of image capture can occur if there is a transformation of analog images into digital images [18].

Table 1. Input image
	No
	Input image
	Description

	1
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	Image 1

	2
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	Image 2

	3
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	Image 3


B.
Pre-Processing

At the pre-processing stage will be done cropping, enhancement and histogram of the face image. The cropping stage aims to cut the image that will be used in the process and discard the image that is not used[19]. The image will be cut into rectangular shapes. The formula used is:

x’ = x – x. L ………………………. (1)


for x = x. L to x. R

y’ = y – y. T ……………………..... (2)

for y = y. T to y. B 

(x. L, y. T) and (x. R, y. B) are the coordinates of the image's lower right and upper left corner points that need to be cropped. Image size becomes:

w’ = x. R – x. L …………………... (3)

h’ = y. B –YT ………………….…. (4)

The image from cropping has different pixel size, while in the feature extraction stage, the image used must have the same pixel size. Enhancement stage aims to improve image quality by manipulating image parameters. The image repair operation to be performed in this stage is noise filtering [20], [21]. A histogram is a graphic representation of the frequency distribution of an image's pixel intensity values.  The vertical axis shows the frequency or quantity of pixels, and the horizontal axis shows the pixel intensity value[22].
C. Viola Jones Algorithm


Images are categorized using the Viola-Jones face detection process using basic feature values[23],[24],[25]. There are numerous justifications for using features rather than pixels directly. In this Viola jones algorithm, the process will determine the object and detect the displayed object, specifically the mouth, nose, right and left eyes, and face[26].

F(Xi)=sign(∑t=1(ati*fti(xi)+s))) …..(5)

The Viola-Jones algorithm employs a medium, and the integral image is employed to streamline the process of determining the value of features. An integral image is one where each pixel's value is equal to the sum of the values of the pixels in the upper left to bottom right[27].

D. Feature Extraction

At this stage, The procedure of feature extraction will be executed from the face by determining the distance(pixels) between object points. Analyzing the obtained form's characteristics will be the next step. Feature extraction looks for important feature regions in a picture based on its inherent properties and intended use[28]. Such territories are characterized by their size, shape, texture, intensity, statistical characteristics, and other characteristics, and can be specified in a local or global context. Counting the number of dots or pixels found in each check which are conducted in different directions is how features are extracted.  tracing checks on the digital image's Cartesian coordinates, namely vertical, horizontal, right diagonal, and left diagonal[29].

E. Ratio of Facial Proportions


At this stage, the ratio of facial proportions will be determined by comparing the distance of other facial features to the main reference distance[30]. In this process, facial recognition will be performed to distinguish individuals based on specific facial features with the right eye-the left eye as the main reference.
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RESULT AND DISCUSSION
Input image obtained from the internet is done preprocessing process is the process of cropping, image enhancement and histogram. At the cropping stage, the image will be cut according to what is needed in processing. The next stage is the removal of noise from the image resulting from the cropping process. 
This stage is used to get better results. The image enhancement technique used is an intensity-adjustable point operation.  By linearly transferring the intensity values on the original histogram into intensity values on the new histogram, intensity adjustment raises the image's contrast value. The preprocessing process's outcomes are displayed in Table 2.

Table 2. Pre-processing Results
	No
	Input image
	Cropping
	Histogram after cropping
	Image Enhancement
	Histogram Image Enhancement

	1
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Based on Table 2 above presents the results of preprocessing, namely cropping, histogram analysis, and image enhancement. The origin image is the initial image before going through processing. The first stage is cropping, in which certain parts of the image are cut to highlight more relevant areas, such as the face or the main object, so that unnecessary parts of the background can be removed. After that, histogram analysis is performed on the cropped image, which shows the distribution of color intensity in the image. 
From this histogram, it can be judged which image lighting needs to be improved. Next, the image enhancement stage is carried out, which aims to use contrast enhancement methods to raise the image's quality to make the details clearer. After the enhancement process, the histogram of the enhanced image shows a change in the intensity distribution, which is usually more even than before. This indicates that the exposure and contrast of the image have been improved. By going through this preprocessing, the image becomes more optimal for further analysis, such as in facial recognition systems.


The next stage will be facial recognition process using viola jones algorithm. The objects detected with viola jones ' algorithm are the face, right eye, left eye, nose and mouth. The results of the Viola jones algorithm process are presented in Table 3.
Table 3. Viola Jones Algorithm Results
	No
	Input image
	Face
	Right Eye
	Left Eye
	Nose
	Mouth

	1
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	2
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	3
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Based on Table 3 above shown objects detected by viola jones algorithm, the tested image can detect the face, right eye, left eye, nose and mouth. The result of viola jones algorithm process can be used for feature extraction process in face recognition. At this stage there are four faces in one image to be determined the distance between the pixels of the right eye-left eye, right eye-nose, left eye-nose, right eye-mouth, left eye-mouth and nose-mouth of each face. Feature extraction results from the selected image can detect every face in the image well. The results of the feature extraction process are presented in Table 4.
Table 4. Feature Extraction Results
	No
	Input image
	Detection
	Feature Extraction Results

	1
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	2
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Based on Table 4 above presented the results of feature extraction for all objects in the three images tested. Detection results with feature extraction used for the last stage in this study is the determination of the ratio of facial proportions in determining the uniqueness of the face under study. The results of the face ratios of the 3 tested images can be seen in Table 5.
Table 5. Ratio Results
	Image
	Object
	Individual 1
	Individual 2
	Individual 3
	Individual 4

	Image 1
	Right eye-nose
	0.7395
	0.5412
	0.7422
	0.8929

	
	Left eye-nose
	0.7761
	0.8904
	0.8975
	0.7183

	
	Right eye-mouth
	11.179
	10.760
	12.582
	12.625

	
	Left eye-mouth
	11.179
	12.877
	12.299
	12.373

	
	Nose-mouth
	0.432
	0.5665
	0.5221
	0.5353

	Image 2
	Right eye-nose
	0.7657
	0.7678
	0.6322
	0.9915

	
	Left eye-nose
	0.7048
	0.8968
	0.8298
	0.6463

	
	Right eye-mouth
	11.895
	11.955
	10.918
	14.394

	
	Left eye-mouth
	11.142
	12.968
	11.107
	13.627

	
	Nose-mouth
	0.4983
	0.4762
	0.4863
	0.7171

	Image 3
	Right eye-nose
	0.6557
	0.7591
	0.7489
	0.8055

	
	Left eye-nose
	0.8235
	0.8568
	0.8307
	0.9592

	
	Right eye-mouth
	12.218
	11.543
	10.896
	11.400

	
	Left eye-mouth
	12.654
	11.769
	10.694
	11.411

	
	Nose-mouth
	0.6051
	0.4243
	0.3585
	0.3351


Based on Table 5 above image 1 shows a fairly wide variation in the ratio, especially in the ratio between the eye-nose and nose-mouth. The ratio of right eye-mouth and left eye-mouth is relatively consistent, being in the range of 11,179 to 12,873. In contrast, the nose-mouth ratio showed a more significant variation, which was between 0.432 to 0.5353. Image 2 shows a more consistent right-eye-mouth and left-eye-mouth ratio than Image 1, with a range of 11,142 to 13,627. For the nose-mouth ratio, the variation is smaller than in image 1, ranging from 0.4762 to 0.4983, which indicates a lower distortion in the ratio of facial proportions. Image 3 has a wider range of right-eye-mouth and left-eye-mouth ratios, ranging from 10,896 to 12,654. Meanwhile, the nose-mouth ratio showed higher variation compared to image 2, with values between 0.3351 to 0.6051, which may indicate instability in the capture of facial features.

The ratio of the 3 images above can be presented in the form of bar charts and line charts. The Bar chart aims to present the results of the distribution of the ratio of facial proportions of individuals in image 1, image 2, and image 3, while the line chart is used to see the trend of changes in the ratio between individuals in various images.
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Figure 2. Bar Chart dan Line Chart

Based on Figure 2 above the bar chart shows the distribution of facial proportion ratios for each individual in image 1, image 2, and image 3. This allows a direct comparison between individuals based on the measured facial features. Meanwhile, line charts are used to observe the trend of changing ratios among individuals in various images, so as to identify individuals with similar facial proportions based on the formed line patterns.
CONCLUSION
Based on the above results, Image 2 is the best for face recognition because the consistency ratio is better than Image 1 and image 3.  The variation in the ratio is smaller, especially in the nose-mouth ratio, which shows less distortion.  The proportion value range is more stable, which makes it more reliable for face recognition systems.  So, Image 2 gives the best results in terms of stability and consistency of the face ratio, making it more ideal for use in geometry ratio-based face recognition systems.
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