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Abstract: Understanding students’ emotional conditions is important for evaluating engage-
ment and learning atmosphere in classroom environments. However, conventional evaluation
methods are often subjective and difficult to apply in real time. Therefore, this study proposes a
real-time multi-face emotion detection system designed for classroom learning environments.
The system integrates a CNN-based Tiny Face Detector for multi-scale face localization with a
convolutional neural network to classify seven facial emotions: angry, disgust, fear, happy, sad,
surprise, and neutral. Experimental evaluation was conducted using classroom video data under
varying lighting conditions, face orientations, partial occlusions, and different numbers of de-
tected faces per frame. The proposed system achieves stable real-time performance with pro-
cessing speeds ranging from 10-20 FPS, depending on face density. The results show higher
recognition performance for expressive emotions, while subtle emotions remain more challeng-
ing. Overall classification accuracy reaches above 80% when emotion predictions are aggregat-
ed across multiple faces and time windows. These results indicate that the proposed system is
suitable for objective analysis of emotional dynamics in classroom environments and supports
the deployment of lightweight emotion-aware monitoring systems for educational applications.

Keywords: classroom monitoring; convolutional neural network; facial emotion recognition;
multi-face detection; tiny face detector.

Abstrak: Pemahaman terhadap kondisi emosional mahasiswa penting untuk mengevaluasi
keterlibatan dan suasana pembelajaran di kelas. Namun, metode evaluasi konvensional
umumnya bersifat subjektif dan sulit diterapkan secara real-time. Oleh karena itu, penelitian ini
mengusulkan sistem deteksi emosi multi-wajah secara real-time yang dirancang untuk ling-
kungan pembelajaran di kelas. Sistem mengintegrasikan Tiny Face Detector berbasis CNN un-
tuk pelokalan wajah multi-skala dengan jaringan saraf konvolusional untuk mengklasifikasikan
tujuh emosi wajah, yaitu marah, jijik, takut, senang, sedih, terkejut, dan netral. Evaluasi eksper-
imen dilakukan menggunakan data video kelas dengan variasi kondisi pencahayaan, orientasi
wajah, oklusi parsial, serta jJumlah wajah yang berbeda dalam satu frame. Sistem menunjukkan
kinerja real-time yang stabil dengan kecepatan pemrosesan antara 10-20 FPS, bergantung pada
kepadatan wajah. Hasil pengujian menunjukkan kinerja yang lebih baik pada emosi ekspresif,
sementara emosi dengan ciri halus lebih menantang untuk dikenali. Akurasi Klasifikasi kese-
luruhan mencapai di atas 80% ketika hasil emosi diagregasi berdasarkan banyak wajah dan in-
terval waktu. Hasil ini menunjukkan bahwa sistem yang diusulkan berpotensi digunakan untuk
analisis objektif dinamika emosi di kelas serta mendukung pemantauan lingkungan pembelaja-
ran berbasis kecerdasan buatan.

Kata kunci: pengenalan emosi wajah; deteksi multi-wajah; Tiny Face Detector; jaringan saraf
konvolusional; pemantauan kelas.
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INTRODUCTION

Emotional conditions play an im-
portant role in influencing human behav-
ior, interaction, and performance, particu-
larly in learning environments. In a cam-
pus setting, students’ emotions can re-
flect engagement, motivation, stress, and
overall learning atmosphere. Conven-
tional methods for evaluating learning
conditions, such as questionnaires and
direct observation, are often subjective,
time-consuming, and limited in real-time
analysis. Therefore, an automatic and ob-
jective approach to emotion detection is
required to support more accurate evalua-
tion of learning environments [1], [2].

Recent advances in computer vi-
sion and deep learning have enabled the
development of facial emotion recogni-
tion systems using Convolutional Neural
Networks (CNN)[3], [4]. CNN-based
methods are capable of extracting high-
level facial features and have demon-
strated strong performance in emotion
classification tasks [5], [6]. However,
many existing approaches focus only on
single-face detection and are less effec-
tive in crowded environments such as
classrooms, where multiple faces appear
simultaneously with varying scales and
lighting conditions [7].

To address this limitation, multi-
face detection techniques have gained
increasing attention. Tiny Face Detector
is @ CNN-based face detection algorithm
designed to detect faces of various sizes,
including small and distant faces [8].
This method is particularly suitable for
real-world scenarios where faces may not
always appear clearly or at close range
[9]. By integrating Tiny Face Detector
with a CNN-based emotion classification
model, a robust multi-face emotion de-
tection system can be developed.

Several previous studies have ex-
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plored facial emotion recognition using
CNN architectures and face detection
techniques. In the study reported in [10],
a CNN-based approach was applied to
classify facial emotions after detecting
faces from input images, showing effec-
tive emotion recognition performance.
Meanwhile, the research in [11] utilized
CNN architectures combined with face
detection methods to improve facial ex-
pression classification accuracy; howev-
er, the study was conducted in controlled
environments and focused on single-face
scenarios. Research has shown that CNN
models outperform traditional machine
learning methods in terms of accuracy
and robustness. Other studies have high-
lighted the effectiveness of Tiny Face
Detector in handling scale variations and
dense face distributions. Nevertheless,
limited research has combined Tiny Face
Detector with CNN-based emotion
recognition specifically for evaluating
learning atmospheres in campus envi-
ronment [12].

Although deep learning-based emo-
tion recognition has been widely studied,
most existing works focus on single-face
detection in controlled settings and lack
real-time multi-face analysis in real class-
room environments. In addition, the inte-
gration of efficient face detection meth-
ods with convolutional neural networks
for objective evaluation of learning at-
mospheres remains limited. To address
this gap, this study proposes a real-time
multi-face emotion detection system us-
ing CNN and the Tiny Face Detector for
campus learning environments.

METHOD
This research employs an experi-

mental research methodology to design,
implement, and evaluate a multi-face
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emotion detection system for campus
learning environments. The proposed
method consists of four sequential stages:
data acquisition, multi-face detection,
emotion classification, and visualization.
The workflow is designed to ensure re-
producibility and objective performance
evaluation.

Data Acquisition
(RGB Camera & FER Dataset)

1

Multi-Face Detection
(CNN-based Tiny Face Model)

|

Emotion Classification
(CNN Classifier)

l

Visualization & Evaluation
(Emotion Dashboard & Metrics)

Image 1: Research Stages

Facial image and video data were
collected from classroom environments
using standard RGB cameras under vary-
ing lighting conditions. In addition to the
FER-2013 dataset, a limited number (62)
of facial images extracted from class-
room video recordings were used to
complement the dataset. The campus im-
ages were manually labeled into prede-
fined emotion categories based on ob-
servable facial expressions, following the
same emotion classes used in the FER-
2013 dataset.

All recorded data were anonymized
and used solely for research purposes to
preserve participant privacy. The FER-
2013 dataset was utilized due to its diver-
sity and its widespread adoption in train-
ing and benchmarking CNN-based facial
emotion recognition models.

Face localization is performed us-
ing a multi-scale CNN-based detection
algorithm. The detector used in this study
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builds upon the Tiny Face Detector con-
cept by aggregating multi-scale features
and contextual attention, enabling robust
detection of faces of varying sizes in
crowded scenes. The face detection pro-
cess can be mathematically expressed as
shown in (1):

D(x) = arg max {b € B} go(xb) (1)

Description:

x;, denotes an image patch corresponding
to bounding box b,

B is the set of candidate regions across
image scales, and

g4 () represents the CNN detection func-
tion parameterized by ¢.

Each detected face region is
cropped and resized before being for-
warded to the emotion recognition mod-
ule. Emotion classification is conducted
using a Convolutional Neural Network
(CNN) designed to recognize seven emo-
tional states: angry, disgust, fear, happy,
sad, surprise, and neutral. Deep learning
models with attention mechanisms have
demonstrated improved robustness and
accuracy in real-world facial expression
tasks. The learned deep features F,from a
face image are classified via (2):

¥ =arg max_k hO(F k) (2)

The proposed system produces an
emotion distribution output that repre-
sents the proportion of detected emotion-
al states within a given time window. Af-
ter emotion classification, the system ag-
gregates prediction results from multiple
detected faces and computes the frequen-
cy of each emotion class. The distribution
is normalized to obtain percentage val-
ues, enabling comparative analysis of
emotional conditions in the learning envi-
ronment as classified in (3):
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E k=(n_k/=_{i=1}**{c} n_i) x 100%
(3)

Description:

ny is denotes the number of detected fac-
es classified into the k-th emotion cat-
egory,

C is the total number of emotion classes
E} is indicates the percentage of emo-
tion distribution for class k.

This formulation allows the system
to quantify the proportion of each emo-
tional state within a given observation
period, thereby providing an objective
representation of the overall emotional
atmosphere in the learning environment.

RESULT AND DISCUSSION

Face Detection Performance

The proposed system was evaluated
using real classroom video streams con-
taining multiple students under varying
conditions, including illumination chang-
es, face orientation variations, partial oc-
clusions, and different distances from the
camera. The CNN-based Tiny Face De-
tector demonstrated robust performance
in detecting multiple faces simultaneous-
ly within a single frame. The detector
was able to localize both large and small
faces effectively, including distant faces
commonly observed in classroom envi-
ronments.

Experimental observations show
that when the number of detected faces
increases, the processing load also in-
creases, leading to a gradual reduction in
frame rate (FPS). However, the system
remains stable and capable of real-time
operation, indicating that the Tiny Face
Detector is suitable for crowded learning
environments.
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Emotion Recognition Analysis

Emotion classification was con-
ducted for seven basic facial expressions
following the standard label order de-
fined in the FER-2013 dataset, namely
Angry, Disgust, Fear, Happy, Sad, Sur-
prise, and Neutral. These emotion catego-
ries are widely adopted in facial expres-
sion recognition research due to their
psychological relevance and clear facial
action patterns.

The performance of each emotion
class was analyzed based on classifica-
tion confidence, detection consistency,
and robustness under real-world class-
room conditions. Variations in lighting,
face orientation, partial occlusion, and
the presence of multiple faces within a
single frame influenced recognition accu-
racy across different emotion categories.
The following subsections provide a de-
tailed discussion of the system’s behavior
and recognition characteristics for each
emotion, highlighting which emotions are
more easily detected and which remain
challenging in multi-face and real-time
scenarios.

Angry Expression

Angry expressions are character-
ized by distinctive muscle activations in
the eyebrow, eye, and mouth regions,
making them moderately recognizable by
CNN-based models. Lowered and drawn-
together eyebrows, narrowed eyes, and
pressed lips with jaw tension serve as key
indicators of anger. The proposed CNN
model effectively captures these localized
features, resulting in reliable recognition
when facial details are clear as shown in
image 2. However, subtle eyebrow
movements or lighting variations may
cause confusion with neutral or sad ex-
pressions.
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Disgust Expression

Disgust is characterized by local-
ized muscle activations in the mid-face
region, particularly nose wrinkling and
upward movement of the upper lip,
which form the primary cues for recogni-
tion. Eye-related features play a minor
role, causing the CNN model to rely
mainly on mid-face features. In class-
room settings, disgust occurs less fre-
quently and is sensitive to occlusion and
lighting variations, which may lead to
confusion with anger or surprise. There-
fore, disgust is classified as a moderately
difficult emotion to detect, as illustrated
in Image 3.

Image 3. DiEgust Emotion Detetion

Fear Expression

Fear expressions involve distribut-
ed muscle activations across the eye,
eyebrow, and mouth regions, making
them more challenging to recognize than
highly expressive emotions. The most
prominent cue appears in the eye region,
characterized by widened eyes and raised
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upper eyelids, while the eyebrow region
shows raised brows with slight inward
tension that may cause ambiguity with
surprise. Mouth features contribute less
consistently and often overlap with sur-
prise-related patterns. Consequently, fear
remains one of the more difficult emo-
tions to detect due to its visual similarity
to surprise and reliance on subtle facial
differences, as illustrated in Image 4.

@ Al Face Emotion Detector

Image 4. Fearful Emotion Detection

Happy Expression

Happy expressions are the most
easily recognized due to their strong and
globally distributed facial features. The
primary cue appears in the mouth region,
where upward-curved lip corners forming
a clear smile, often with visible teeth, are
effectively captured by CNN feature
maps. Additional cues from the eye and
cheek regions further enhance recogni-
tion robustness. As a result, the proposed
CNN model achieves high confidence
and accuracy in classifying happy emo-
tion, making it the easiest emotion to de-
tect among the FER-2013 classes, as
shown in Image 5.

 CRETE
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Sad Expression

Sadness is characterized by reduced
facial muscle tension and downward-
oriented features, making it more subtle
and difficult to detect than high-arousal
emotions. The primary cues appear in the
mouth region as a mild downward pull of
the lip corners, while the eye region
shows drooping upper eyelids and a re-
laxed gaze, producing low-contrast facial
patterns. Additional eyebrow cues are
weak and often inconsistent, causing the
proposed CNN model to confuse sadness
with neutral expressions. Consequently,
sadness is classified as one of the more
challenging emotions to recognize in
classroom environments, as illustrated in
Image 6.

@ Al Face Emotion Detector

Ima 6. Sad Emotion Detection

Surprise Expression

Surprise is characterized by rapid
and pronounced facial activations across
multiple regions, making it one of the
easiest emotions to recognize. Key cues
appear in the upper face through sharply
raised eyebrows and widened eyes, pro-
ducing strong visual contrasts captured
by CNN filters. The mouth region further
contributes through a vertically opened
and rounded shape with a relaxed jaw.
Due to the simultaneous activation of
these features, the proposed CNN model
achieves high confidence and accuracy in
recognizing surprise expressions, includ-
ing in multi-face classroom scenarios, as
illustrated in Image 7.
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Image “ Emotion Detection

Neutral Expression

Neutral expression represents the
baseline emotional state and serves as a
reference for distinguishing other facial
emotions. It is characterized by minimal
muscle activation, with relaxed eye-
brows, normal eye appearance, and a
closed or slightly open mouth without
visible tension. In CNN-based emotion
recognition, neutral functions as a base-
line class from which deviations are clas-
sified as other emotions. Although gener-
ally easy to recognize under stable condi-
tions, neutral expressions may be con-
fused with subtle emotions such as mild
sadness or low-intensity anger. As illus-
trated in Image 8, the highlighted regions
show minimal facial variation, confirm-
ing the foundational role of neutral ex-
pression in emotion classification.

@ Al Face Emotion Detector

Image 8. Neutral Emotion Detection

Discuss

The experimental results indicate
that the proposed multi-face emotion de-
tection system achieves stable real-time
performance under varying numbers of
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detected faces. The system maintains an
average FPS of 18-20 when processing
one to two faces and remains above 10
FPS for four to five faces, which is suffi-
cient for real-time classroom monitoring,
as summarized in Table 1. Compared to
previous studies, the proposed system
provides additional capability for real-
time multi-face analysis while maintain-
ing comparable accuracy.

Table 1. Comparison of the Proposed
System with Previous Studies

Accuracy
Study Method (%)
Firmansyah
etal. [10] CNN 78.0
. Triplet
Hald[t:aLrl]et al. CNN + 89 1
SVM
Proposed CNN + Ti- >80
System ny Face

In terms of emotion recognition,
expressive emotions such as happy and
surprise achieve higher confidence and
accuracy levels, while subtle emotions
such as fear, disgust, and sad show lower
performance due to less distinctive facial
cues. Overall, the system achieves an av-
erage accuracy above 80% across seven
emotion classes, demonstrating a bal-
anced trade-off between processing speed
and recognition accuracy for real-world
classroom applications.

CONCLUSION

This research demonstrates the de-
velopment of a multi-face emotion detec-
tion system based on CNN integrated
with a Tiny Face Detector for campus
learning environments. The proposed
system enables real-time detection and
emotion analysis of multiple faces under
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typical classroom conditions, providing
an objective representation of students’
emotional dynamics and supporting edu-
cational monitoring.

However, the system has several
limitations. Its performance may decrease
under very low lighting conditions, par-
tial face occlusion, or when students wear
face masks, which can obscure key facial
features. In addition, subtle emotions re-
main more challenging to recognize ac-
curately. Future work will focus on im-
proving robustness under these condi-
tions by incorporating temporal model-
ing, enhancing feature extraction for sub-
tle expressions, and integrating multi-
modal information to further support in-
telligent emotion-aware learning envi-
ronments.
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