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Abstract: One of the main challenges in digital image processing is limited resolution, which
makes it difficult to preserve visual details when images are enlarged. Conventional methods
such as Bilinear Interpolation are commonly used for image upscaling; however, these ap-
proaches often produce blurred images, lose fine textures, and fail to reconstruct complex visual
structures. This study aims to enhance digital image resolution by employing a deep learni
based approach using a Low-Light Convolutional Neural Network (LLCNN) built upon a Deep
Neural Network (DNN) architecture. The dataset used in this study is the DIV2K dataset, which
consists of 1,000 high-resolution images. These images were downsampled using scaling factors
of x2, x3, and x4 to generate paired Low Resolution—High Resolution (LR-HR) data for train-
ing and evaluation. The proposed LLCNN is designed to extract important features such as edg-
es, textures, and local patterns through multiple convolutional layers, followed by non-linear
mapping to reconstruct high-resolution images more accurately. Quantitative performance eval-
uation was conducted using the Peak Signal-to-Noise Ratio (PSNR) and the Structural Similari-
ty Index (SSIM). Model performance was evaluated quantitatively using the Peak Signal-to-
Noise Ratio (PSNR) metric. Experimental results showed that the proposed method improved
image quality compared to the bilinear method. These results indicate that the deep learning
based approach effectively improves image sharpness and structural fidelity, thereby demon-
strating its potential for digital image resolution enhancement.

Keywords: deep neural network; image resolution; low-light convolutional neural network;
machine learning

Abstrak: Permasalahan utama dalam pengolahan citra digital adalah keterbatasan resolusi yang
menyebabkan detail visual sulit dipertahankan ketika citra diperbesar. Metode konvensional
seperti Bilinear Interpolation masih banyak digunakan, namun sering menghasilkan citra bu-
ram, kehilangan tekstur halus, serta tidak mampu merekonstruksi struktur visual yang kompleks.
Penelitian ini bertujuan untuk meningkatkan kualitas resolusi citra digital dengan memanfaatkan
pendekatan deep learning berbasis Low-Light Convolutional Neural Network (LLCNN) yang
dibangun di atas arsitektur Deep Neural Network (DNN). Data yang digunakan dalam penelitian
ini berasal dari dataset DIV2K, yang terdiri dari 1000 citra beresolusi tinggi. Citra tersebut di-
turunkan menjadi resolusi rendah menggunakan faktor downsampling %2, x3, dan x4 untuk
membentuk pasangan data Low Resolution—High Resolution (LR-HR) sebagai data pelatihan
dan pengujian. LLCNN dirancang untuk mengekstraksi fitur-fitur penting seperti tepi, tekstur,
dan pola lokal melalui beberapa lapisan konvolusi, kemudian melakukan pemetaan non-linear
guna merekonstruksi citra resolusi tinggi secara lebih presisi. Evaluasi performa model dil-
akukan secara kuantitatif menggunakan metrik Peak Signal-to-Noise Ratio (PSNR). Hasil ek-
sperimen menunjukkan bahwa metode yang diusulkan mampu meningkatkan kualitas citra
dibandingkan metode bilinear. Hasil ini membuktikan bahwa pendekatan berbasis deep learning
efektif dalam meningkatkan ketajaman dan kesesuaian struktur citra digital.

Kata kunci: deep neural network; low-light convolutional neural network; machine learning;
resolusi citra
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INTRODUCTION

In recent years, information tech-
nology has developed rapidly in everyday
life, including in the field of digital im-
age processing [1]. Digital Image Pro-
cessing (DIP) is a technique for pro-
cessing digital images using specific al-
gorithms, aimed at improving image
quality so that initially unclear images
become clearer [2]. This process has been
applied in various fields, such as in eve-
ryday life, for example, improving the
quality of images with human subjects.
This technology has been widely applied,
ranging from everyday needs such as im-
proving the quality of personal photos, to
the medical, security, and surveillance
fields , where image clarity plays a vital
role in accurate analysis and decision-
making [3].

Currently, many intelligent sys-
tems have been developed, with machine
learning and deep learning approaches
widely used to develop these systems [4].
In the development of machine learning
and deep learning, various models are
used, such as supervised learning, unsu-
pervised learning, and semi-supervised
learning. Supervised learning models uti-
lize labeled data, while unsupervised
learning models utilize unlabeled data
[5], [6]. However, in practice, obtaining
labeled data is very difficult, necessitat-
ing the development of semi-supervised
learning models that can utilize a small
portion of labeled data and a larger por-
tion of unlabeled data [7].

Along with these developments,
the use of machine learning and deep
learning has also emerged, becoming an
essential component of Artificial Intelli-
gence (Al)-based systems [8]. One wide-
ly used method is the Convolutional Neu-
ral Network (CNN), which can accept
digital image input and then process it to
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distinguish one image from another [9],
[10]. CNNs are widely applied not only in
the fields of facial and object recognition,
but also in business product classifica-
tion[11].

Various previous studies have
shown that improving image quality has
become a major focus in the last decade.
Research conducted by Zhang and col-
leagues in 2019 dewveloped a super-
resolution method based on Convolution-
al Neural Networks (CNNs), which has
proven to be quite effective in enhancing
image detail. However, this method still
has the drawback of artifacts appearing
when the input image is highly noisy
[12]. In 2020, another study by Kim and
colleagues demonstrated that using a
Deep Residual Learning approach, the
model was able to improve the sharpness
of low-resolution images. However, this
model requires significant computational
resources, making it less efficient for use
on devices with limited capacity [13].
Meanwhile, a 2021 study by Park and
Lee explored image enhancement in low-
light conditions using a Low-Light CNN,
which can increase contrast and reduce
darkness, but sometimes at the expense
of color naturalness [14].

Based on the reviewed studies, a
clear research gap can be identified. Ex-
isting CNN-based image enhancement
methods tend to focus on either resolu-
tion improvement, noise reduction, or
low-light  enhancement  independently,
often at the cost of high computational
complexity or reduced visual fidelity.
Limited research has explored efficient
deep learning models that simultaneously
enhance image resolution and preserve
structural and color consistency, particu-
larly for images affected by low resolu-
tion and challenging lighting
conditions[15].

Therefore, the purpose of this re-
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search is to develop an efficient digital
image  quality enhancement  method
based on a Low-Light Convolutional
Neural Network (LLCNN) integrated
within a Deep Neural Network (DNN)
framework. The proposed approach aims
to improve image resolution and visual
quality by extracting critical features
such as edges, textures, and local patterns
while  maintaining  computational  effi-
ciency. This study is expected to contrib-
ute to the advancement of robust and
practical deep learning based image en-

hancement  techniques for  realworld
aplications.
METHOD
Research Methodology
In this study, researchers con-

ducted a simulation using a website as an
image processing medium. The website
functions to transform unclear images
into images of better quality. The re-
search method used is a mixed methods
approach, combining qualitative and
quantitative approaches. The quantitative
approach was used because this study
involves  algorithmic  calculations in the
digital image enhancement process. The
results of these calculations will be ana-
lyzed using numerical data, one of which
is displayed in the form of a histogram as
a representation of the image quality
scale before and after processing. Mean-
while, the qualitative approach was car-
ried out through observation of the visual
results of the images and direct assess-
ment of image quality.

The use of mixed methods was
chosen because the research sample con-
sists of image objects, not solely numeri-
cal data, requiring a combined analysis to
obtain comprehensive results [16]. With
this method, the study is expected to pro-
vide a comprehensive picture of the algo-
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rithm's effectiveness in improving image
quality, both in terms of numerical meas-
urements and visual appearance.
Research Stages

This research was conducted
through structured stages, including prob-
lem analysis, system design, ANN archi-
tecture design, system development, and
evaluation. Each stage is carried out se-
quentially to ensure systematic and relia-
ble results.
Problem Analysis

When a low-resolution image is
to be upscaled to a high-resolution image,
this case enters the realm of digital image
processing  (resolution  enhancement),
which aims to improve the quality of the
image resolution from low to high resolu-
tion. The image processing technique
used to solve this problem is upsampling.
Upsampling is used to enlarge images
because it increases the number of pixels
in the image and increases the image size
[17], [18]. However, the resulting image
from the upsampling process has poor
sharpness, resulting in a pixelated ap-
pearance. The problem that arises is how
to overcome the weaknesses of the up-
sampling process [19]. This problem is
solved by implementing a model from
the LLCNN algorithm [20].
Design

Input data consist of low-
resolution RGB images (<170x170 pix-
els) in .jpg and .png formats, divided into
training and testing sets. The training set
includes 800 low-resolution images and
800 corresponding high-resolution imag-
es, while the testing set contains 200 im-
ages. The output is an RGB image sized
680x680 pixels, four times larger than
the input. Preprocessing is applied only
to images smaller than 170x170 pixels
using auto-padding with zero values to
standardize the input size. This ensures
consistent input dimensions before pro-
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cessing by the ANN system.

Designing the Artificial Neural Net-
work Architecture

The next stage is to design the
ANN system to be built. The following is
the ANN architecture design that will be
used in this research [21]: (1) Input Layer
Design. This JST system is set to receive
input in the form of a 170x170 pixel
RGB image which will be enlarged 4x
from the original image size using biline-
ar upsampling interpolation. (2) Hidden
Layer Design. The hidden layer in this
system is an JST model adopted from the
LLCNN research model. (3) Output Lay-
er Design. The output layer is a 680x680

image. The owverall system process is
shown in Figure 2 below:
Figure 1. Model LL CNN
The artificial neural network

architecture used in this study is shown in
Figure 1. The low-resolution image is
first processed in a 2D upsampling stage
to quadruple the image size. However,
pure upsampling still results in blurry
images [22], [23]. Therefore, the image is
then  processed through an initial
convolutional layer to extract basic
features, followed by the application of
the ReLU activation function to enable
the network to learn non-linear patterns.
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In the next stage,
through  several

the image passes
convolutional  modules
that function to reconstruct details,
improve sharpness, and reduce noise.
These modules are central to the LLCNN
architecture  because  they  produce
significant ~ improvements  in  image
quality. Afterward, a final convolutional
layer combines all the acquired feature
information to form a high-resolution
image. The final result is a 680x680 pixel
RGB image with clearer details and a
more natural visual appearance.

System Development Method

The development of a digital im-
aging system aimed at improving image
quality will utilize the Scrum methodolo-
gy [24]. This method was chosen because
its iterative and incremental approach
allows the team to adapt to changing
needs and user feedback effectively [25].
The following steps will be implemented
in this methodology[25]:
Sprint Planning. The team will plan a
sprint by defining goals and features to
be developed within a specific timeframe
(usually 2-4 weeks).
Daily Stand-up. Each day, the team will
hold a short stand-up meeting to discuss
progress, obstacles encountered, and the
work plan for the day.
Incremental Development. The team
will develop features incrementally. Each
sprint will produce a functional version
of the system, which includes new fea-
tures or improvements based on feedback
from the previous sprint.
Sprint Review. At the end of each sprint,
the team will hold a meeting to demon-
strate the development results to stake-
holders. Feedback from this meeting will
be used to improve the next iteration.
Sprint Retrospective. After the sprint
review, the team will reflect to evaluate
the process and results of the work during



JURTEKSI (Jurnal Teknologi dan Sistem Informasi)

Vol. XIl No 1, Desember 2025, him. 129 — 136
DOI: http://dx.doi.org/ 10.33330/jurteksi.v12i1.4313
Available online at http://jurnal.stmikroyal.ac.id/index.php/jurteksi

the sprint.

RESULT AND DISCUSSION

The results of the study show that
the application of the Low-Light Convo-
lutional ~ Neural Network (LLCNN)
method combined with bilinear upsam-
pling significantly improves the quality
of low-resolution images. Initially, an
mput image measuring <170x170 pixels,
which appeared blurry and pixelated, was
quadrupled to 680x680 pixels. Purely
using bilinear upsampling, the resulting
image Yyielded a pixelated image with low
sharpness. However, after processing
through the LLCNN network, the result-
ing image became clearer with sharper
edge detail and more natural colors. This
demonstrates that the convolutional lay-
ers in the LLCNN are effective in ex-
tracting important image features while
reconstructing lost details.

Quantitative ~ evaluation  shows
that LLCNN improves image quality
with an average PSNR increase of 6-8
dB and SSIM values above 0.85, indicat-
ing closer similarity to high-resolution
images. Histogram analysis also reveals
more balanced contrast and pixel distri-
bution. These results are supported by

visual assessments, where respondents
reported clearer details and reduced
noise, although minor artifacts and over-
smoothing remained in images with
complex textures.

Owveral, LLCNN outperforms
conventional upsampling by effectively

reconstructing non-linear image patterns,
but at the cost of higher computational
time and challenges in maintaining natu-
ral textures. While the method has strong
potential for applications such as photo
restoration, medical imaging, and CCTV
enhancement, its performance is still lim-
ited by poor input quality and requires
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further parameter fine-tuning.

To support practical use, a web-
based application was developed that al-
lows users to upload low-resolution im-
ages and automatically enhance them us-
ing the trained LLCNN model, with be-
fore-and-after results displayed directly
on the webpage.

UpQualitylmage

Pertajam Gambar

Figure 2. Website Dashboard Display

During the system implementa-
tion phase, the initial display of the
UpQualitylmage website serves as the
main page users first access. Figure 2
shows the simple yet informative dash-
board interface design. At the top of the
page, there is a navbar with the UpQual
itylmage application title and a Home
navigation menu that directs users back
to the main page. Directly below the
navbar, the main title "Sharpen Images”
is displayed, emphasizing the website's
primary function: image quality en-
hancement. Below this title, a short in-
structional guide explains the system's
steps: users can upload image files using
the "Upload Image" button or by drag-
ging and dropping them directly into the
provided area, then click the "Process
Image" button to begin the image en-

hancement Erocess.

Figure 3. Result Display
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After a user uploads an image
using the "Upload Image" button, the
system automatically displays a preview
of the image on the main page. This is
shown in Figure 3, where an image of
French fries with sauce has been
successfully uploaded to the system. This
preview makes it easy for users to verify
the correctness of the selected image
before further processing. This display
more natural. Meanwhile, the Reset
button allows users to delete the existing
image in the preview and replace it with
another image without having to reload
the page. This mechanism allows
UpQualitylmage to provide user-
friendly user experience while
interactively demonstrating.

a

CONCLUSION

This research successfully
demonstrated that the issue of resolution
limitations in digital image processing
can be addressed using a Low-Light
Convolutional Neural Network (LLCNN)
approach based on a Deep Neural Net-
work (DNN). Unlike conventional meth-
ods such as Bilinear Interpolation Up-
sampling, which only enlarge pixel size
without preserving visual detail, LLCNN
works by extracting important features
such as edges, textures, and patterns from
low-resolution  images, then performing
nonlinear mapping to reconstruct high-
resolution images. The results demon-
strated  significant improvements  both
quantitatively through the Peak Signal-
to-Noise Ratio (PSNR) and Structural
Similarity Index Measure (SSIM) met-
rics, and qualitatively through sharper,
more natural, and more detailed image
visualizations.

In addition to the method, the re-
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features two buttons: Process Image and
Reset. The Process Image button runs the
image enhancement algorithm. At this
stage, the system utilizes a bilinear
upsampling method to enlarge the image,
then processes it through a Low-Light
Convolutional Neural Network
(LLCNN), which extracts important
features and reconstructs details to make
the image appear sharper and clearer
search emphasized implementation as-
pects through the development of a web
dashboard designed to facilitate user ac-
cess to the results of image resolution
enhancement. Through the web-based
interface, users can upload low-resolution
images, process them using the LLCNN
model, and immediately view the com-
parison between the original and the en-
hanced images. The presence of this
website provides added value in terms of
ease of use, transparency of results, and
potential integration with various digital
applications, such as medical image pro-
cessing, security, and digital photo resto-
ration.

Thus, this research not only con-
tributes theoretically through the devel-
opment of deep learning-based methods,
but also practically by providing an inter-
active and easy-to-use web-based plat-
form. The nowelty of this research lies in
the implementation of LLCNN, which
effectively combines feature extraction
with visual reconstruction, and presents
them in a web-based system that can be
directly utilized by users. However, chal-
lenges remain regarding computational
efficiency and model generalization when
faced with more complex image varia-
tions. Therefore, further research can fo-
cus on optimizing network architectures
and integrating web-based systems that
are  faster, lighter, and compatibl
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