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Abstract: SMP Muhammadiyah 5 Samarinda still relies on manual evaluation with limited data
analysis tools in predicting student academic achievement. This study aims develop a system for
predicting the learning achievement of students at SMP Muhammadiyah 5 Samarinda using the
Naive Bayes classification method. The dataset used consists of 192 student exam scores cover-
ing academic scores, attendance, parents’ education and income, and living conditions as inde-
pendent variables, while the dependent variable is the achievement label (achieved or not
achieved). The preprocessing stage includes label normalization, feature selection, and median
imputation to handle missing data. The dataset was divided into 75% training data and 25%.
The model was implemented as a pipeline consisting of a median imputer and a Gaussian Naive
Bayes classifier. The evaluation results showed that the model achieved an accuracy of 79.2%,
with a perfect recall value (1.00) in the high-achieving class and (0.64) in the low-achieving
class. This shows that the model is quite effective in identifying high-achieving students. The
trained model was then integrated into a Flask-based web application, which enables online
predictions through a simple form interface, facilitating contextual interpretation. This system is
expected to assist in educational decision-making by helping teachers identify students’
achievement levels early on and design more targeted learning interventions.

Keywords: academic performance; educational data mining; naive bayes; prediction system;
student achievement

Abstrak: SMP Muhammadiyah 5 Samarinda masih bergantung pada evaluasi manual
dengan alat analisis data terbatas dalam melakukan prediksi prestasi akademik siswa. Penelitian
ini bertujuan mengembangkan sistem prediksi prestasi belajar siswa SMP Muhammadiyah 5
Samarinda menggunakan metode klasifikasi Naive Bayes. Dataset yang digunakan terdiri atas
192 data nilai ujian siswa yang mencakup skor akademik, kehadiran, pendidikan dan pendapa-
tan orang tua, serta kondisi tempat tinggal sebagai variabel independen, sedangkan variabel de-
penden berupa label prestasi (berprestasi atau tidak berprestasi). Tahap preprocessing meliputi
normalisasi label, seleksi fitur, serta imputasi median untuk menangani data yang hilang. Da-
taset dibagi menjadi 75% data latih dan 25%. Model diimplementasikan dalam bentuk pipeline
yang terdiri atas median imputer dan Gaussian Naive Bayes classifier. Hasil evaluasi menun-
jukkan bahwa model mencapai akurasi sebesar 79,2%, dengan nilai recall sempurna (1,00) pada
kelas berprestasi dan lebih rendah (0,64) pada kelas tidak berprestasi. Hal ini menunjukkan
bahwa model cukup efektif dalam mengidentifikasi siswa berprestasi. Model yang telah dilatih
kemudian diintegrasikan ke dalam aplikasi web berbasis Flask, yang memungkinkan prediksi
secara daring melalui antarmuka formulir sederhana untuk mendukung interpretasi kontekstual.
Sistem ini diharapkan dapat membantu untuk pengambilan keputusan dalam pendidikan dengan
membantu guru mengidentifikasi tingkat prestasi siswa sejak dini dan merancang intervensi
pembelajaran yang lebih terarah.

Kata kunci: prestasi akademik; penambangan data Pendidikan; naive bayes; sistem prediksi;
prestasi siswa
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INTRODUCTION

Student academic achievement is
a key indicator of the success of the
learning process in educational institu-
tions. Good learning outcomes not only
reflect students’ cognitive abilities but
also indicate the overall effectiveness of
the educational system being implement-
ed. In the digital era, the availability of
academic data such as exam scores, at-
tendance records, and socio-economic
attributes has provided new opportunities
to utilize data-driven methods for per-
formance prediction. By applying ma-
chine learning (ML) techniques, educa-
tional institutions can generate predictive
insights, conduct early detection of at-
risk students, and assist teachers in mak-
ing data-based academic decisions [1],

[2].

Various ML algorithms have been
successfully applied in the field of educa-
tional data mining, including Decision
Tree [1], Support Vector Machine (SVM)
[2], Random Forest [13], K-Nearest
Neighbor (KNN) [3], and Logistic Re-
gression [4]. These algorithms have been
proven effective in modeling student per-
formance patterns across various educa-
tional levels. However, most prior studies
have been conducted in higher education
contexts with a focus on binary classifi-
cations such as pass/fail outcomes, rather
than on multi-class segmentation of stu-
dent achievement at the junior high
school level. Furthermore, the computa-
tional complexity of several algorithms
poses challenges in schools that operate
under limited infrastructure and digital
resources [5], [6].

In addressing these constraints,
the Naive Bayes algorithm has emerged
as an efficient alternative due to its low
computational cost and stable perfor-
mance on small-scale datasets [7]-[10].
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This algorithm assumes feature inde-
pendence, allowing it to deliver robust
classification results even when data
samples are limited or incomplete. Sev-
eral studies have also demonstrated that
appropriate  preprocessing and feature
selection strategies can enhance Naive
Bayes accuracy in predicting student per-
formance [5]. In addition, integrating
web-based systems into predictive mod-
eling has proven beneficial for improving
data accessibility, analysis speed, and
real-time visualization of academic out-
comes [6], [16], [17].

Recent research has further high-
lighted the importance of considering so-
cio-economic factors—such as parental
education, occupation, and income—in
educational data mining. These attributes
significantly influence students’ learning
achievement and can improve the repre-
sentativeness of predictive models [18].
Therefore, combining academic indica-
tors with socio-economic variables pro-
vides a more comprehensive understand-
ing of student performance dynamics and
supports more equitable academic inter-
ventions.

Based on these studies, this re-
search aims to develop and implement an
academic achievement prediction system
for SMP Muhammadiyah 5 Samarinda
using the Naive Bayes classification
method. The system is designed as a
web-based application that can automati-
cally classify student performance, visu-
alize interpretive prediction results, and
apply rule-based adjustments to enhance
fairness in decision-making. This study
contributes to improving data-driven ed-
ucational management in junior high
schools and supports teachers in identify-
ing potential academic challenges at an
early stage, enabling more effective and
efficient intervention strategies.
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METHOD

This study employed a quantita-
tive approach with an experimental clas-
sification design, in which the Naive
Bayes Classifier algorithm was applied to
predict students’ academic performance.
The system was developed as a web-
based application capable of receiving
student data, performing automatic clas-
sification, and displaying prediction re-
sults along with explanatory interpreta-
tions.

The population of this study con-
sisted of all students of SMP Muham-
madiyah 5 Samarinda in the 2024/2025
academic year, totaling 192 students. The
sampling technique used was Simple
Random Sampling, ensuring that each
member of the population had an equal
chance of being selected. From the total
population, all data were utilized as the
research dataset. The dataset was divided
into two parts using the train_test split
function with a ratio of 75% training data
(142 students) and 25% testing data (48
students), while applying the stratify pa-
rameter to maintain class distribution
balance.

The research data were obtained
from two main sources. First, student ac-
ademic records, including exam scores in
core subjects, attendance percentage, pa-
rental education background, parental
income, and residential status. These data
were collected from the school archives.
Second, interviews were conducted with
students and the vice principal for curric-
ulum affairs to validate relevant non-
academic factors, particularly related to
attendance patterns, family background,
and students’ social conditions. The re-
sults of these interviews provided addi-
tional insights and justification for select-
ing the research variables.
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The independent variables (X) in
this study include the average exam
score, attendance percentage, father’s ed-
ucation level, mother’s education level,
father’s mcome, mother’s income, and
living conditions. These variables were
selected because they have a significant
mfluence on students’ academic
achievement, as emphasized in previous
studies [10]. The dependent variable (Y)
represents the students’ achievement Ia-
bel, which is determined based on a
threshold: an average score > 75 is cate-
gorized as Achieving (1), while a score <
75 is categorized as Not Achieving (0).

This study was conducted follow-
ing the Naive Bayes Classification Flow
as illustrated in the research methodology
shown in Figure 1.
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Figure 1. Naive Bayes Classification
Flow

The classification process using
Naive Bayes followed a series of stages
implemented in the Python scripts
train_nb.py and app.py. These stages in-
cluded: data preprocessing, which in-
volved median imputation to handle
missing Vvalues; splitting the dataset into
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training and testing subsets; model train-
ing using the Gaussian Naive Bayes algo-
rithm; probability calculation for each
class; and rule-based adjustments, such
as reclassifying students with high grades
but very low attendance as Not Achiev-
ing. The prediction output—comprising
the classification results and explanatory
information—was displayed through the
web interface.

PXIC,).P(Cy)
P(X)

P(C1X) (D

Since P(X) is constant for all

classes, the classification rule can be
simplified into:
n

argmax
yC—P(Ck)l_[P(inCk) (2)

k i=1
Where:
P(C,|X) : Posterior probability of class

C, given the input features X

P(C,) : Prior probability of class C,,
P(x;|C,) : Conditional probability of fea-
ture x; given class C,

4 : Predicted class label

Because the dataset used in this
study contains continuous numerical da-
ta, the Gaussian Naive Bayes distribution
was applied. The probability density
function for each feature is calculated as:

P(x;|Cy)
1 xX; — 2
- exp<— = Hl)” 12’2")> (3)
’Znacz %
k
Where:
uC, : Mean value of feature x; for class
Ck

oC, : Standard deviation of feature x; for
class C,

Model evaluation was conducted
using a confusion matrix along with ac-
curacy, precision, recall, and F1-score
metrics. The confusion matrix was used
to assess the number of students correctly
and incorrectly classified in each catego-
ry, with indicators including True Posi-
tive (TP), True Negative (TN), False Pos-
itive (FP), and False Negative (FN). The
initial testing results showed that the Na-
ive Bayes model achieved an accuracy of
approximately 0.80-0.90 with a relative-
ly balanced distribution of TP and TN
values. These findings indicate that the
Naive Bayes algorithm is effective for
classifying  student academic perfor-
mance and is suitable for implementation
in a web-based prediction system.

RESULTS AND DISCUSSION

This study utilized a dataset con-
sisting of 192 students from SMP Mu-
hammadiyah 5 Samarinda. The dataset
included seven independent variables:
average exam score, attendance percent-
age, father’s education level, mother’s
education level, father’s income, moth-
er’s income, and living conditions. The
dependent variable represented the stu-
dent achievement label (0 = Not Achiev-
ing, 1 = Achieving).

Before training, the data under-
went a preprocessing stage that included
median imputation to handle missing
values. The dataset was then divided into
75% training data (142 students) and
25% testing data (48 students) using the
stratified sampling method to maintain
balanced class distribution. The model
was trained using the Gaussian Naive
Bayes algorithm, which is well-suited for
small to medium-scale datasets due to its
computational efficiency.

The evaluation results on the test
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data showed that the model achieved an
accuracy of 79.2%. The classification
metrics are summarized in Table 2. As
shown in Table 2, the model demonstrat-
ed excellent performance in identifying
high-achieving students (recall = 1.00)
but showed lower sensitivity in detecting
underachieving students (recall = 0.64).
This indicates that some students who
should have been classified as Not
Achieving were incorrectly classified as
Achieving.

Confusion Matrix - Naive Bayes Claggié

17.5

Actual: Not Achieving 15.0
12.5

-10.0

-75

Actual: Achieving - a -5.0
-25

Pred: Not ‘Achié\r'my Achieving -0.0
Predicted

Actual

Figure 2. Confusion Matrix — Naive
Bayes Classification

The confusion matrix shows that
18 Not Achieving students and 20
Achieving students were correctly classi-
fied, while 10 Not Achieving students
were misclassified as Achieving. It is im-
portant to note that there were no false
negatives, indicating that all Achieving
students were accurately identified by the
model.

Classification Metrics per Class - Naive Bayes

- Fl-Score

Mot Achieving (D} Achieving (1)
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Figure 3. Classification Metrics per Class

After the training process, the
model was integrated into a Flask-based
web application. The application inter-
face allows teachers to input student data,
calculate average scores, and classify ac-
ademic achievement using the Naive
Bayes model. The prediction results are
then displayed on the results page (re-
suthtml) in  the form of student
achievement status, average score, and
explanatory narratives that assist in inter-
pretation.

The research findings indicate
that the Naive Bayes algorithm is effec-
tive for classifying academic perfor-
mance in small-scale datasets.

Formulir Prediksi Prestasi

e—

Figure 4. Web-based prediction from
interface
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Hasil Prediksi

e
Figure 5. Prediction result page of the
web system

To enhance interpretability, the
system is equipped with a rule-based ad-
justment mechanism. For example, stu-
dents with high average scores (> 75) but
attendance rates below 50% are classified
as Not Achieving, even if the model pre-
dicts them as Achieving.

This study successfully developed
a student academic achievement predic-
tion system for SMP Muhammadiyah 5
Samarinda based on the Naive Bayes al-
gorithm, achieving an accuracy of 79.2%.
The model demonstrated strong capabil-
ity in identifying high-achieving students
(recall = 1.00) but requires improvement
in detecting underachieving students (re-
call = 0.64). The system, implemented
using Flask, can automatically classify
student performance and provide inter-
pretive narratives that help teachers un-
derstand prediction results. The addition
of a rule-based adjustment mechanism
enhances fairness and clarity in classifi-
cation outcomes. Owerall, the Naive
Bayes method proved efficient and well-
suited for school environments with lim-
ited resources, showing potential to sup-
port data-driven learning decisions and
early detection of students requiring spe-
cial academic attention.

CONCLUSION
Table 1. Research Variables
Variable Type Variable Name Description
Independent average Student average exam score
Independent attendance percentage Student attendance percentage (%)
Independent father's last education Father’s hlg.h est education level
(numerically encoded)
. . Mother’s highest education level
Independent mother's last education (numerically encoded)
Independent . Father’s income level (numerically
father's income encoded)
Independent mother's income Mother’s income level (numerically
encoded)
Independent residence_description Living condition (e.g., with parents,
rented house, etc.)
Dependent high-achieving label 0 = Underachieving, 1 = Achieving
Table 2. Model Evaluation Metric
Class Precision Recall F1-Score
Not Achieving (0) 1.00 0.64 0.78
Achieving (1) 0.67 1.00 0.80
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