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Abstract: The rapid growth of the digital music industry requires accurate music genre 

classification systems to enhance user experience in streaming services. This study compares a 

domain-specific Long Short-Term Memory (LSTM) network with three Large Language 

Models (LLMs)—HuBERT, WavLM, and WAV2Vec 2.0—for Music Genre Classification 

(MGC). The LSTM model was trained using Mel-spectrograms transformed from the GTZAN 

dataset, while the LLMs were fine-tuned using a smaller set of raw audio samples due to 

computational constraints. All models were tested on datasets with identical genre labels to 

ensure a fair evaluation. Results show that the LSTM model achieved the highest accuracy of 

97.10%, outperforming HuBERT (86.00%), WavLM (83.00%), and WAV2Vec 2.0 (80.00%). 

The LSTM demonstrated superior generalization and stability without overfitting, while the 

LLMs struggled to differentiate between genres with similar acoustic characteristics. These 

findings indicate that general-purpose pre-trained models, although powerful, are less effective 

in music-specific tasks due to domain mismatch. Therefore, incorporating music-specific 

features and architectures remains essential for achieving higher accuracy and reliability in 

automatic genre classification systems. 
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Abstrak: Pertumbuhan industri musik digital yang pesat menuntut sistem klasifikasi genre 

musik yang akurat untuk meningkatkan pengalaman pengguna dalam layanan streaming. 

Penelitian ini dilatarbelakangi oleh perkembangan pesat model pembelajaran mendalam, 

khususnya jaringan LSTM dan model bahasa berskala besar LLM seperti HuBERT, WavLM, 

dan WAV2Vec 2.0, yang telah menunjukkan kemampuan representasi audio yang kuat. Tujuan 

penelitian ini ini membandingkan jaringan Long Short-Term Memory (LSTM) khusus domain 

dengan tiga model Large Language Models (LLM)—HuBERT, WavLM, dan WAV2Vec 2.0—

untuk tugas Klasifikasi Genre Musik (MGC). Metode penelitian melibatkan pelatihan LSTM 

menggunakan data Mel-spectrogram hasil transformasi dari dataset GTZAN, sementara LLM 

disesuaikan (fine-tuning) menggunakan data audio mentah dalam jumlah lebih kecil karena 

keterbatasan komputasi. Seluruh model diuji pada dataset dengan label genre yang sama untuk 

memastikan evaluasi yang adil. Hasil penelitian menunjukkan bahwa model LSTM mencapai 

akurasi tertinggi sebesar 97,10%, sedangkan model HuBERT, WavLM, dan WAV2Vec 2.0 

masing-masing memperoleh 86,00%, 83,00%, dan 80,00%. Model LSTM menunjukkan 

kemampuan generalisasi yang lebih baik tanpa overfitting, sedangkan model LLM cenderung 

kesulitan membedakan genre dengan karakteristik akustik yang mirip. Kesimpulan penelitian ini 

adalah ketidaksesuaian domain secara signifikan membatasi performa model umum saat 

diterapkan pada tugas berbasis musik. Oleh karena itu, penggunaan fitur dan arsitektur khusus 

musik sangat penting dalam membangun sistem klasifikasi genre yang lebih akurat. 
 

Kata kunci: klasifikasi genre musik; model bahasa besar; perbandingan pembelajaran 

mendalam. 
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INTRODUCTION 
 

The global recorded music market 

increased by 10.2% in 2023, surpassing 

700 million paid streaming subscribers 

[18]. This underscores the significance of 

Music Genre Classification (MGC) 

within Music Information Retrieval 

(MIR), enhancing user experience 

through better recommendations and 

library organization [15]. MGC has 

progressed from traditional techniques 

like Mel-Frequency Cepstral Coefficients 

(MFCCs) and Support Vector Machines 

(SVMs) [7] to advanced deep learning 

models such as Convolutional Neural 

Networks (CNNs) [5] and Recurrent 

Neural Networks (RNNs), especially 

Long Short-Term Memory (LSTM), 

which effectively recognize temporal 

patterns in music. 

Recently, self-supervised audio 

foundation models, commonly known as 

Audio Large Language Models (LLMs), 

have been developed, such as HuBERT, 

WavLM, and Wav2Vec 2.0 [16]. These 

models were chosen for this research 

because they exemplify different 

approaches in self-supervised learning: 

HuBERT uses masked prediction, 

WavLM integrates denoising and 

speaker-aware training, and Wav2Vec 

2.0 relies on contrastive learning.  

This study compares an optimized 

LSTM-based model with three fine-tuned 

audio LLMs for MGC, providing insights 

into the balance between specialization 

and generalization in designing more 

effective MGC systems. 
 

 

METHOD 
 

This study compares two 

methods: a Neural Network (LSTM) 

model and a Large Language Model 

(LLM). The LSTM analyzes temporal 

patterns in audio signals, whereas the 

LLM is adapted to understand and 

categorize textual audio features. 

The main dataset is GTZAN, 

comprising 1,000 thirty-second clips 

spanning 10 genres. Its balanced 

distribution, illustrated in Image 1, aids 

in preventing genre bias. 

 

Image 1. Distribution of Songs per Genre 

 

Audio can take different forms. 

Image 2 displays the raw waveform 

showing amplitude variations over time. 

For the LSTM model, these waveforms 

were transformed into Mel-Spectrograms. 

 
Image 2. Visualization of Audio 

Waveforms for Each Genre 

 

A Mel-spectrogram Image 3 shows 

how frequency changes over time, 

making it suitable for deep learning 

models that process images or sequential 

data. 
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Image 3. Visualization of Mel-

Spectrograms for Each Genre 

 

Each pipeline processed data 

differently: the LSTM model was trained 

on an augmented dataset of 

approximately 5,000 segmented samples, 

while the LLMs underwent fine-tuning 

on a smaller subset of 200 raw audio 

samples because of their higher 

computational requirements. 
 

 

RESULT AND DISCUSSION 
 

The custom-trained NN (LSTM) 

model performed well, converging after. 

52 epochs. Image 4 shows stable 

validation accuracy and loss, indicating 

good generalization without overfitting. 

 
Image 4. Accuracy and Loss Evolution of 

the NN (LSTM) Model 

The LSTM model showed 

successful learning and generalization 

without overfitting, indicated by the 

convergence of training and validation 

curves. It reached a test accuracy of 

97.10%, as evidenced by the prominent 

diagonal in the confusion matrix (Image 

5). 

 
Image 5. Confusion Matrix of the Neural 

Network (LSTM) 

 

This confusion matrix shows the 

LSTM model's classification, with 

97.10% accuracy. Correct predictions, 

marked by dark blue diagonal cells, 

indicate few misclassifications, proving 

the model’s effectiveness in 

distinguishing music genres. 

The data in Table 1's classification 

report confirms these results, highlighting 

high F1-scores for all classes. 

Table 1. Classification Neural Network 

Genres 
Table Column Title 

Precision Recall F1-Score 

Blues 0.99 0.96 0.97 

Classical 0.99 0.99 0.99 

Country 0.94 0.96 0.95 

Disco 0.97 0.95 0.96 

Hiphop 0.99 0.98 0.98 

Jazz 0.97 0.97 0.97 

Metal 1.00 0.98 0.99 

Pop 0.97 0.98 0.98 

Reggae 0.98 0.96 0.97 

Rock 0.94 0.96 0.95 

Accuracy   0.97 
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Macro 

avg 

0.97 0.97 0.97 

Weighted  

avg 

0.97 0.97 0.97 

 

The table shows the LSTM model's 

excellent performance across genres, 

with F1-scores over 0.95 and an overall 

accuracy of 0.97, making it the most 

precise model. 

Fine-tuned LLMs like HuBERT, 

WavLM, and WAV2Vec 2.0 are robust 

but less precise than LSTM models. 

LSTMs are more accurate but require 

more preprocessing and training; LLMs 

process raw audio faster and cheaper. 

This shows the trade-off between 

accuracy and resources. 

 

 
Image 6. Training and Validation Curves 

for HuBERT 
 

The training graph shows fine-

tuning's benefit, quickly reaching 86% 

validation accuracy. Flat, low-loss curves 

indicate pre-trained features fit the task 

well. Minimal training-validation 

difference confirms no overfitting. 
 

 
Image 7. Confusion Matrix for HuBERT 

 

The confusion matrix shows an 

86.00% accuracy, highlighting the 

model's strength in classifying clear 

genres like classical, metal, and jazz. 

However, it struggled with similar genres 

like country, rock, and blues, causing 

most misclassifications. 
 

Table 2. Classification HuBERT 

Genres 
Table Column Title 

Precision Recall F1-Score 

Blues 0.90 0.90 0.90 

Classical 0.95 1.00 0.98 

Country 0.88 0.70 0.78 

Disco 0.80 0.80 0.80 

Hiphop 0.81 0.85 0.83 

Jazz 0.95 0.95 0.95 

Metal 0.90 0.95 0.93 

Pop 0.84 0.80 0.82 

Reggae 0.81 0.85 0.83 

Rock 0.76 0.80 0.78 

Accuracy   0.86 

Macro 

avg 

0.86 0.86 0.86 

Weighted  

avg 

0.86 0.86 0.86 

 

HuBERT achieved 86% accuracy 

but was inconsistent, especially with 

lower F1-scores in country, disco, pop, 

and rock. 

WavLM, based on HuBERT and 

pre-trained on noisy audio with denoising, 

was fine-tuned for music classification 

but didn't match specialized neural 

network performance. 

 
Image 8. Training and Validation Curves 

for WavLM 
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The WavLM training graph shows 

rapid early learning but also indicates 

overfitting. Validation accuracy quickly 

hit a fluctuating peak and then stabilized 

at 84%, while the training loss steadily 

declined. Meanwhile, the validation loss 

continued to increase after the first few 

epochs, displaying a typical overfitting 

trend. 

 

Image 9. Confusion Matrix for WavLM 

Model 
 

The confusion matrix confirms an 

84.00% accuracy, indicating WavLM 

performed well on genres such as 

classical, blues, hip-hop, and metal. Its 

primary weakness was differentiating 

similar genres, particularly confusing 

'rock' with 'disco' and 'pop'. 
 

Table 3. Classification WavLM 

Genres 
Table Column Title 

Precision Recall F1-Score 

Blues 0.90 0.90 0.90 

Classical 0.95 1.00 0.98 

Country 0.88 0.70 0.78 

Disco 0.80 0.80 0.80 

Hiphop 0.81 0.85 0.83 

Jazz 0.95 0.95 0.95 

Metal 0.90 0.95 0.93 

Pop 0.84 0.80 0.82 

Reggae 0.81 0.85 0.83 

Rock 0.76 0.80 0.78 

Accuracy   0.86 

Macro 

avg 

0.86 0.86 0.86 

Weighted  

avg 

0.86 0.86 0.86 

WavLM reached 84% accuracy, 

which is lower than HuBERT, and 

showed decreased F1-scores in 'disco', 

'pop', and 'rock'. This highlights the 

limited capacity of generalist LLMs to 

grasp musical subtleties compared to 

specialized neural networks. 

Wav2Vec 2.0, a self-supervised 

model fine-tuned for this task, 

underperformed compared to the 

specialized neural network in terms of 

accuracy and genre-level consistency.

 
Image 10. Training and Validation 

Curves for WAV2Vec 2.0 
 

The wav2vec 2.0 training graph 

shows rapid early gains, then plateaus at 

80.00%. Validation loss rises after epoch 

15, indicating overfitting as the model 

memorizes rather than generalizes. 

 
Image 11. Confusion Matrix for 

WAV2Vec 2.0 Model 

 

The confusion matrix shows 80% 

accuracy, reflecting strong performance 

on classical and hip-hop genres. However, 

it struggles to differentiate similar styles, 

often confusing 'rock' with 'country' and 
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'metal,' and misclassifies 'pop' as 'disco' 

due to acoustic similarities. 
 

Table 4. Classification Wav2vec 2.0 

Genres 
Table Column Title 

Precision Recall F1-Score 

Blues 0.85 0.85 0.85 

Classical 0.86 0.95 0.90 

Country 0.80 0.80 0.80 

Disco 0.65 0.85 0.74 

Hiphop 0.82 0.90 0.86 

Jazz 0.89 0.85 0.87 

Metal 0.83 0.75 0.79 

Pop 0.88 0.70 0.78 

Reggae 0.94 0.85 0.89 

Rock 0.47 0.45 0.46 

Accuracy   0.80 

Macro 

avg 

0.80 0.80 0.79 

Weighted  

avg 

0.80 0.80 0.79 

 

WAV2Vec 2.0 achieved 80% 

accuracy but underperformed, 

particularly in 'rock' (F1 0.46), 'disco', 

and 'pop', exposing its limitations in 

music classification. 
 

Table 5. Final Accuracy of All Models 

Model Accuracy 

NN (LSTM) 97,10% 

HuBERT 86.00% 

WavLM 83.00% 

WAV2Vec 80.00% 
 

The comparison highlights the 

specialized LSTM model's top 

performance with 97.10% accuracy, 

exceeding all LLMs: HuBERT (86.00%), 

WavLM (83.00%), and WAV2Vec 2.0 

(80.00%). It improves by +6.84% over 

the 90.26% reported in [7]. WavLM's 

83.00% is slightly below by -1.6% the 

84.6% noted in [16]. 
 

 

CONCLUSION 
 

This research compared a 

specialized LSTM model with three fine-

tuned large language models (LLMs) for 

music genre classification. The LSTM 

significantly outperformed the best LLM, 

achieving 97.10% accuracy compared to 

86.00%. This indicates that, although 

general-purpose LLMs are powerful, 

using domain-specific data is essential 

for optimal results, as speech-focused 

pre-training restricts effectiveness in the 

music domain. 
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