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Abstract: Asthma is a chronic respiratory disease that affects millions of people worldwide, 
making early detection crucial to prevent complications. This study aims to compare the 
performance of the Decision Tree and Random Forest algorithms in classifying asthma based on 
clinical symptom data. The data were processed through feature selection and model training 
stages, then evaluated using accuracy, precision, recall, and F1-score.The experimental analysis 
revealed that the Random Forest algorithm surpassed the Decision Tree in all metrics, achieving 
95.19% accuracy, 90.43% precision, 95.00% recall, and 93.00% F1-score. In contrast, the 
Decision Tree obtained 89.14% accuracy, 90.60% precision, 88.70% recall, and 89.70% F1-
score. These results suggest that Random Forest is more robust and dependable, especially in 
managing complex and imbalanced medical datasets.  
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Abstrak: Asma merupakan penyakit pernapasan kronis yang memengaruhi jutaan orang di se-
luruh dunia sehingga deteksi dini sangat penting untuk mencegah komplikasi. Penelitian ini ber-
tujuan membandingkan kinerja algoritma Decision Tree dan Random Forest dalam mengklas-
ifikasikan asma berdasarkan data gejala klinis. Data diproses melalui tahapan seleksi fitur dan 
pelatihan model, kemudian dievaluasi menggunakan akurasi, presisi, recall, dan F1-score. Hasil 
penelitian menunjukkan bahwa Random Forest memberikan performa terbaik dengan akurasi 
90.43%, presisi 95.00%, recall 95.00%, dan F1-score 93.00%. Sebaliknya, Decision Tree mem-
peroleh akurasi 89.14%, presisi 90.60%, recall 88.70%, dan F1-score 89.70%. Hasil ini menun-
jukkan bahwa Random Forest lebih kuat dan dapat diandalkan, terutama dalam mengelola kum-
pulan data medis yang kompleks dan tidak seimbang.  
 
Kata kunci: deteksi asma; decision tree; random forest; pembelajaran mesin. 
 
 
 
 
 
 

INTRODUCTION 

 
Asthma is a chronic 

inflammatory disease of the lower 
respiratory tract, characterized by 
symptoms such as shortness of breath, 

coughing, and chest tightness. 
According to the Global Burden of 

Disease (GBD) report in 2021, there 

were approximately 260.48 million 
asthma patients worldwide, with 

436,193 deaths recorded in the same 
year[1]. 

The Decision Tree and Random 

Forest algorithms are two widely used 
classification techniques because they 
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can handle data with various types of 

attributes and provide relatively accurate 
results [2]. Decision Tree builds a model 
in the form of a tree structure based on 

data attributes, while Random Forest is 
an ensemble method that combines 

many decision trees so that the 
prediction results are more stable and 
resistant to changes[3]. 

Previous research has shown that 
the Random Forest algorithm has high 
accuracy in general respiratory disease 

classification[4]. Meanwhile, other 
studies have developed expert systems 

in mobile applications using the 
Decision Tree algorithm for asthma 
diagnosis but did not make a direct 

comparison with other methods such as 
Random Forest[5]. 

Based on these findings, there is 

a research gap regarding the lack of 
studies explicitly comparing the 

performance of Decision Tree and 
Random Forest in detecting asthma 
based on patient symptom data [6]. 

Various studies have shown that 
Random Forests are superior in terms of 

accuracy, generalization, and robustness 
compared to Decision Trees. Several 
studies have even reported that this 

algorithm can achieve up to 99% 
accuracy in identifying asthma risk 
factors [7]. arious studies have designed 

asthma detection systems using 
physiological parameters such as heart 

rate and oxygen saturation [8].  
Other studies have emphasized 

the importance of public health 

education in asthma prevention, 
supporting the relevance of 

implementing intelligent algorithms for 
early detection of this disease[9]. 
Research also shows that although 

Decision Tree has a high recall value, 
Random Forest is more stable and 
accurate[10]. Several studies have 

confirmed the superiority of Random 

Forest in processing biomarker data and 
diagnosing adult asthma[11][12]. 
Furthermore, this algorithm has also 

proven effective in handling data 
imbalance and producing reliable 

predictions on medical data [13][14]. 
Recent studies have further extended 
these approaches by integrating 

intelligent systems for early asthma 
prediction in pediatric and symptomatic 
populations . These systems utilize 

hybrid models combining clinical 
symptoms, environmental exposure 

data, and physiological indicators to 
enhance prediction accuracy and support 
real-time monitoring. [15]. Other studies 

have shown that machine learning 
algorithms such as Decision Tree and 
Random Forest can predict asthma in 

adults with relatively high accuracy, 
with Random Forest providing more 

stable performance [16]. Machine 
learning algorithms have also been 
shown to improve the accuracy of 

asthma diagnosis using various 
approaches, with XGBoost performing 

the best, although Random Forest 
remains superior to Decision Tree[17]. 
 

 

METHOD  

 

This study employs two popular 
classification algorithms in machine 

learning, namely Decision Tree and 
Random Forest. Random Forest is also 
known to be superior in terms of stability 

and accuracy compared to Decision Tree, 
as demonstrated by previous studies. [18] 

[19][20]. 
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Image 1. Research Stages 

 

Data Collection and Data 

Preprocessing 

The dataset was obtained from 

Kaggle and contains 2,392 rows and 29 
columns, encompassing various clinical 
variables related to asthma symptoms. 

Example attributes include PatientID, 
Age, Gender, BMI, Smoking, Physical 

Activity, and others: 
 

Table 1. Dataset Features  

Name Description 

PatientID Identitas Pasien 

Age Usia pasien 

Gender Jenis kelamin 

Ethnicity Kode  pasien 

Education Pendidikan pasien 

Bmi 
Indeks masa tubuh 

pasien 

Smoking Status Merokok 

Physical Activity Aktivitas pasien 

Diet quality Kualitas makan 

 

 
Image 2. Dataset 

 

Before training, the dataset was 
loaded using pandas, and then split into 
80% training data and 20% testing data 

using the train_test_split method with a 
specific random_state. This 
preprocessing step is essential to allow 

the model to learn patterns optimally 

and produce more accurate predictions. 
 
Decision Tree Model Training 

The Decision Tree algorithm 

works by constructing a tree structure 
based on input attributes to perform 
classification using criteria such as the 

Gini Index or Entropy. In this study, the 
Gini Index criterion was used, calculated 
using the following formula:  

    ( )    ∑  
 

   

   ( ) 

 

Description: P² represents the 
proportion of data in the i-th class, while 
c indicates the total number of classes in 

the dataset. 
The Decision Tree uses criteri-

on="gini" as the method to measure the 
quality of data splits, whereas 
max_depth=None means the tree depth is 

not limited, allowing the tree to grow ac-
cording to the complexity of the data. 
Decision Tree hyperparameters: criteri-

on='gini', max_depth=None. 
 

Random Forest Model Training 

In the Random Forest algorithm, 
the model is built by combining multiple 

decision trees using the bagging 
technique. Each tree is trained on 

randomly selected data samples and 
features, resulting in more stable 
predictions that are resistant to 

overfitting. The final prediction is 
determined through a majority voting 
mechanism across all trees, calculated as 

follows: 
 

       (*  ( )+     (2) 
 

Description: ý represents the final 
prediction, ht(x) is the prediction of the t-

th tree for input x, T denotes the total 
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number of trees in the ensemble, and 

mode refers to the class value that 
appears most frequently among all tree 
predictions. Besides the Gini Index, the 

algorithm can also use other splitting 
criteria such as Entropy, particularly 

when the model focuses on measuring 
information uncertainty at each node. 
The formula for Entropy used in the data-

splitting process is as follows: 
 

       ( )    ∑           
 

   

 (3) 
 

Where    represents the 

proportion of data for the i-th class within 
a node. Entropy equals zero if all data in 
the node belong to a single class and 

reaches its maximum value when the 
class distribution in the node is uniform. 
The main parameters used in this study 

include the number of trees 
(                ), the splitting 

criterion using Gini impurity, and 
              to allow the tree to 

grow according to the structure of the 
data. The model was trained using the 

training data and evaluated on the testing 
data to assess classification performance. 

In this study, the model was evaluated 
using four main metrics: accuracy, 
precision, recall, and F1-score, each 

calculated based on standard 
performance evaluation formulas. 

 
Accuracy 
This indicates that Random Forest is 

superior in producing overall accurate 
predictions. 

Accuracy : 
     

           
 (4) 

Precision 

Measures the model’s ability to correctly 
predict positive cases: 

Precision :  
  

     
 (5) 

Recall 

Indicates the model’s ability to identify 
all positive instances: 

Recall : 
  

     
           (6) 

 

F1-Score 
Represents the harmonic mean of 

precision and recall: 

F1-Score :   
                 

                
    (7) 

 
 
RESULTS AND DISCUSSION 

 
Model training was performed 

using hyperparameter tuning, the process 
of finding the best combination of 
hyperparameter values to improve 

prediction performance. Hyperparameters 
are set before training and govern how 
the model learns from the data. The 

following are the hyperparameters used 
in each algorithma: 

 
Image 3. Hyperparameter Tuning De-

cision Tree 
 

 
Image 4. Hyperparameter Tuning 

Random Forest 
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The Grid Search process is used 

to find the best hyperparameter 
combination in the Random Forest 
Classifier algorithm. The tuning focus is 

on the max_features and n_estimators 
parameters, exploring variations in the 

number of trees (n_estimators) and the 
number of features used in node splitting 
(max_features). Evaluation is performed 

using 7-fold cross-validation to ensure 
consistent results.  

More accurate and unbiased data 

distribution. 
This method allows researchers to 

determine the optimal number of trees 
and the best feature selection strategy to 
produce a Random Forest model with 

maximum accuracy. 
 

 
Image 5. Random Forest Graph 

 
The figure shows the effect of the 

number of decision trees (n_estimators) 
on the accuracy of the Random Forest 
model. The red line shows the accuracy 

of the training data, while the green line 
shows the accuracy of the test data. The 

accuracy of the training data is close to 
1.00 (100%) and stable, indicating the 
model is able to learn the data patterns 

well. The accuracy of the test data is also 
stable at around 0.95 (95%), indicating 
the model is not experiencing overfitting. 

These results indicate that adding too 
many trees does not significantly 

improve accuracy, only increasing 

computational time. Therefore, the 
choice of the n_estimators value is based 
on a balance between accuracy and 

computational efficiency.  
 

 
Image 6. Decision Tree Graph 

  
The Decision Tree algorithm 

achieved very high training accuracy (up 
to 1.00) but slightly lower validation 
accuracy (around 0.95), indicating 

overfitting. This shows the model fits the 
training data too closely, reducing its 

ability to generalize. Although validation 
accuracy remains relatively high, 
performance does not improve with 

parameter changes. Thus, optimization 
methods like pruning or ensemble 
approaches (e.g., Random Forest) are 

recommended to reduce overfitting and 
enhance generalization. 

 
Tabel 2. Classifier Accuracy Results 

Evaluation 
Metrics 

Decision 
Tree 

Random 
Forest 

Accuracy 
0.8914 

 
0.9519 

 

Precision 0.9060 0.9043 

Recall 0.8870 0.95 

F1-Score 0.8970 0.93 
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Tabel 3. Hyperparameter Tuning  

Algorithm 
Training 

Accuracy 

Test 

Accuracy 

Decision 
Tree 

0.95 0.93 

Random 

Forest 
0.94 0.95 

 
Based on the table, it can be seen 

that the Random Forest algorithm has an 

advantage in all evaluation metrics, 
indicating that this model is more 
accurate, better able to recognize positive 

cases, and more consistent in predictions. 
 

 
 
 

 
 

 
 
     

 
 
 

Image 7. Comparison of Model Result 
 

 

CONCLUSION 

 

This study concludes that the 
Random Forest algorithm outperforms 

the Decision Tree in detecting asthma 
based on patients’ clinical symptom data. 
The ensemble method effectively handles 

complex medical data and reduces over-
fitting, making it more reliable for early 
asthma  

detection. These findings strengthen the 
role of machine learning, particularly 

Random Forest, in developing accurate 
and efficient medical decision support 
systems. 
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