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Abstract: Higher education plays an essential role in improving human resource quality, one of
which is through the institution’s ability to monitor and predict student graduation outcomes.
This study does not focus on a specific university but utilizes the publicly available Students
Performance in Exams dataset from Kaggle, consisting of 1,000 student records containing
mathematics, reading, and writing scores, along with demographic attributes such as gender,
parental education level, lunch type, and test preparation participation. The data were processed
through a feature engineering stage by adding an average score variable as an early indicator of
graduation status. A predictive model was developed using the Random Forest Classifier,
achieving an accuracy of 94.5%. The final model was integrated into a Streamlit-based web ap-
plication to provide an accessible tool for academic stakeholders. The results indicate that the
proposed model can serve as an effective decision-support tool for early evaluation of students’
likelihood of graduation.
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Abstrak: Pendidikan tinggi memegang peran penting dalam peningkatan kualitas sumber daya
manusia, salah satunya melalui kemampuan institusi dalam memantau dan memprediksi tingkat
kelulusan mahasiswa. Penelitian ini tidak berfokus pada perguruan tinggi tertentu, melainkan
menggunakan dataset publik Students Performance in Exams dari Kaggle yang berisi 1.000 data
mahasiswa, terdiri atas nilai matematika, membaca, menulis, serta atribut demografis seperti
gender, tingkat pendidikan orang tua, jenis makan siang, dan partisipasi kursus persiapan. Data
diolah melalui tahap feature engineering dengan menambahkan variabel average score sebagai
indikator awal kelulusan. Model prediksi dibangun menggunakan algoritma Random Forest
Classifier, yang menghasilkan tingkat akurasi sebesar 94,5%. Model ini kemudian diimplemen-
tasikan ke dalam aplikasi web berbasis Streamlit untuk memberikan layanan prediksi yang mu-
dah diakses oleh pihak akademik. Hasil penelitian menunjukkan bahwa model mampu
digunakan sebagai alat pendukung keputusan untuk melakukan evaluasi dini terhadap potensi
kelulusan mahasiswa.

Kata kunci: kelulusan mahasiswa; prediksi; random forest classifier; streamlit.

INTRODUCTION its quality is the ability of students to
complete their studies on time. Although

Higher education plays an essen- the Gross Participation Rate (APK) of

tial role in supporting human and eco- Higher Education in Indonesia reached
nomic development, and one indicator of 31.45% in 2023, this figure remains rela-
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tively low and is influenced by factors
such as educational cost and limited ac-
cess. Moreover, only about 10.20% of
individuals aged 15 years and above have
completed  university-level  education.
Delays or failure to graduate not only in-
crease students' financial burden but also
affect institutional efficiency and reputa-
tion.

In recent years, Machine Learning
(ML) has been increasingly utilized to
support academic prediction, with Ran-
dom Forest identified as one of the most
effective algorithms for modeling student
performance and graduation likelihood.
Several studies demonstrate that Random
Forest performs well in predicting aca-
demic outcomes across different educa-
tional settings, including Indonesian pub-
lic high schools [1], graduation predic-
tion tasks involving demographic and
academic attributes[2], and university-
level analyses where it outperforms other
classification methods[3]. Factors that
commonly contribute to graduation pre-
diction include exam scores, GPA, de-
mographic characteristics, and behavioral
aspects such as course participation or
preparatory class attendance[4], [5],
while preprocessing steps like handling
missing Vvalues, encoding categorical var-
lables, and engineering features play an
important role in improving prediction
accuracy.

Despite its potential, many previ-
ous studies rely on institution-specific
datasets and lack practical implementa-
tion, which limits generalizability and
real-world applicability. To address these
gaps, this study develops a Random For-
est-based model to predict student grad-
uation using academic test scores and
demographic  attributes, supported by
structured preprocessing and comprehen-
sive evaluation through accuracy, preci-
sion, recall, F1-score, and confusion ma-
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trix. The resulting model is implemented
into a Streamlit-based web application to
provide a practical tool for early monitor-
ing and intervention by academic institu-
tions, with a targeted accuracy of at least
90%.

METHOD

This research method consists of
several stages: (1) data collection and
preparation, (2) pre-processing and fea-
ture engineering, (3) data sharing, (4)
model training using Random Forest, (5)
model evaluation, and (6) application
implementation.

Input Data =

Data Pre-processing >

Data Splitting

A4

Application

. Model Evaluation [«
Implementation

Model Training

Figure 1. Research Flow Diagram

This research is carried out with sev-
eral main stages, namely, data input, data
pre-processing, data sharing, random for-
est model training, model evaluation, and
finally application implementation.

Datasets and Data Collection

This study uses the publicly
available Students Performance in Exams
dataset on Kaggle with the URL: Stu-
dents Performance in Exams.

The data includes math, reading,
and writing test scores, as well as catego-
ry attributes such as  gender,
race/ethnicity, parental education level,
type of lunch, and exam prep courses.
This dataset was chosen because it can
represent the academic situation of stu-
dents, both from a cognitive perspective
and demographic factors.
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Pre-Processing and Feature Engineer-
ing

The pre-processing stage is car-
ried out to ensure the quality of the data.
The missing values check is performed
using the  function  dfisnull().sum().
Blank values are populated using mean
(numerical) and mode (category) strate-
gies, while duplicate data is deleted using
df.drop_duplicates(inplace=True).  Value
validation is also performed to ensure a
score range of 0-100. If necessary, nor-
malization can be applied using the z-

score formula:
xX—p
(D

x' =
o

This formula is used to standard-
ize the value of a feature by subtracting
the mean value (x) and dividing it by the
standard deviation (o). The normalization
results make the data at the same scale so
that the feature doesn't have too far a
range of values, but in Random Forest
this step is optional because the model is
not sensitive to the difference in the scale
of the feature.

Feature engineering is done by
adding columns average score using:

math+reading+writing
3

average_score = 2)
Next, the approval label is created using
the threshold:

"Passed", average score = 60
"Not Passed", average _score < 60

©)

graduation_status = {

All category features (gender,
race/ethnicity, parental education, lunch,
test preparation course) are converted
into numerical values using Label Encod-
ing so that they can be processed by the
model. Some academic research has also
shown that pre-processing techniques
like this improve the performance of pre-
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dictive models [6]

If class imbalances are found (e.g.
the number of "Not Passed" is much
smaller), oversampling methods such as
SMOTE or undersampling can be applied
to maintain a balance of class distribu-
tion, as is also done in similar studies.

Data Splitting

Once the data is clean and ready
to use, the dataset is divided into 80%
training data and 20% test data to test the
model's generalization capabilities. This
division is widely used in academic pre-
diction research because it provides a
good balance between learning capacity
and independent validation.[7]

Model Random Forest Classifier

nnnnnnnnnnnnnnnnnnnnnnnnnn

Figure 2. Random Forest Architecture

The model used in this study is
the Random Forest Classifier, which is an
ensemble of several decision trees built
using the bootstrap sampling technique.
Each tree provides a prediction, and the
final result is determined based on the
majority voting system. Random Forest
was chosen because it is robust against
overfitting and capable of handling com-
plex data[8], [9]. The final prediction is
given by the formula:

y = mode{h,(x), h,(x), ..., hy () }(4)

This formula shows that the final
prediction of the Random Forest is ob-
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tained from a majority of votes (mode) of
the entire decision tree, h,,h,,..., h x.
Each tree provides a prediction of the in-
put data, then the class that appears most
often becomes the model's prediction re-
sult. Split nodes based on Gini impurity
1.e. Gini impurity Criterion G is used to
select the best split:

G=1- f:lpiz(5)

where p; is the proportion of class
i on the current node, and C is the sum of
the class (here 2. "Passed" & "Not
Passed").

Some important parameters are
n_estimators(T) is the number of trees,
max_features (mtry) is the number of
randomly selected features in each split.
(default: for classification, with VM =
total number of  features), and
max_depth, min_samples_split,
min_samples_leaf = node depth and size
limitations to avoid overfitting.

Each tree is built with ~2/3 of a
bootstrap sample; The remaining ~1/3
(OOB) is used as internal validation data.
OOB performance can provide error es-
timation without the need for a separate
validation dataset.[8]

Model Evaluation

Performance evaluation was car-
ried out using several metrics, namely
accuracy, precision, recall, F1-score, and
confusion matrix. The formulas used in-
clude:

Table 1. Confusion Matrix
Positive Negative
Predictions  Prediction
Positive True Poso- False Posi-
Actuals tive tive
Negative False Neg- True Nega-
Actuals ative tive

The evaluation formula used is:
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TP+TN
TP+TN+FP+FN

TP (7)

o P+FP
(8)

TP+FN Precisi Recall
recision x reca
F1—Score =2x ———(9)

(6)

Accuracy =

Precision =

Recall =

Precision+Recall

The use of these various metrics
allows for a more comprehensive evalua-
tion, including in the case of class imbal-
ances.[7]

Application Implementation

The trained model is then stored
insav format and integrated into a
Streamlit-based web application. Users
can enter student data and receive grad-
uation predictions interactively. This ap-
proach makes it easier for academic insti-
tutions to access predictive systems with-
out the need for in-depth technical under-
standing, as is also done in similar re-
search[6].

To enhance usability, the applica-
tion includes basic input validation and a
clear presentation of prediction results.
The system can also be expanded to dis-
play supporting information such as
probability estimates or feature iIm-
portance, allowing it to function not only
as a prediction tool but also as an early
academic monitoring aid for identifying
students who may need further attention.

RESULT AND DISCUSSION

Input Data

The study wused a dataset
(Students Performance in Exams) from
Kaggle containing 1,000 data with eight
main features, namely gender,
race/ethnicity, parental education level,
type of lunch, participation in preparation
courses, and three test scores (mathemat-
ics, reading, writing).[10], [11]
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Table 2. Initial Data Snippet

Race/Ethn Parental Test P_repa- Math Reading  Writin
Gender init Level of Lunch ration Score Score g
y Education Course Score
Female  Group D  Some Col- Standard Completed 59 70 78
lege
Male Group D  Associate’'s  Standard None 96 93 87
Degree
Female Group D Some Col- Free/Reduc None 57 76 77
lege ed
Male Group B Some Col-  Free/Reduc None 70 70 63
lege ed
Female  Group D  Associate's  Standard None 83 85 86
Degree

From the snippet, it can be seen
that the dataset consists of a combination
of categorical and numerical features.
These characteristics are in line with pre-
vious research that used test score data
and demographic attributes to predict ac-
ademic performance.

Data Pre-processing

The initial stage of pre-processing
is done by forming new features aver-
age_score using:

math + reading + writing

3 (10)

average_score =

This feature is used as the basis
for determining the graduation status
(>60 = Pass, <60 = Not Pass).

Distribusi el Metematika Distribusi Nial Membaca Distribusi Nilel Menulis
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Figure 3 Visualizatio‘h of Student Value
Distribution

Shows that most scores are in the
range of 50-80 with a fairly even distri-
bution of Pass and Not Pass categories.
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Table 3. Category Variable Encoding
Label Results

Test Prepa-
Gender Lunch ration
Course
0 1 0
1 0 1
0 1 0
1 0 1
0 1 0
Some numerical features are

standardized when needed to equalize
scale, although the Random Forest model
IS not sensitive to scale differences. Ex-
amination of the class distribution
showed a small imbalance (Pass classes
dominated 70-75%), but it was not sig-
nificant enough to require SMOTE. The-
se findings are consistent with the litera-
ture that assesses that simple pre-
processing and encoding are adequate for
the academic Random Forest model [6].

Data Splitting

After pre-processing, the data is
divided into 80% training and 20% test-
ing. This proportion is commonly used in
predictive research because it provides a
considerable amount of training data
while also providing completely new test
data.



Table 4. Data Distribution in Training and
Testing Sets

Dataset Total Pass Not Pass
Training g4, 650 150
Set
Testing
Set 200 160 40
Total 1000 810 190

The similar class distribution be-
tween training and testing helps maintain
the generalization of the model. This
proportional data sharing is also widely
used in Random Forest-based academic
prediction research [12], [13]

Model Training

The model was trained using a
Random Forest Classifier with key pa-
rameters n_estimators = 100 and ran-
dom_state = 42. The final prediction is
obtained through the majority voting
mechanism:

y = mode{h,(x), h,(x), ..., h; () }(11)

With is the prediction result of the
first decision tree, and h;(x) N is the
number of trees in the forest.

This ensemble approach has been
shown to be effective in reducing overfit-
ting and providing predictive stability to
educational datasets, as supported by
previous research. [14]

Model Evaluation

The evaluation of the model's per-
formance is carried out using several
metrics: accuracy, precision, recall, and
F1-score.

Table 5. Model Performance Evaluation Re-

Lo-
gistic
Re-
gres-
sion

86.5 85.2 849 85.0

Deci-
sion
Tree

89.7 88.5 879 882

sults
Algo- Accura-  Preci- R?I- SFl_
itma  tion(%) sion(%) Cal  Score
%) (%)
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Ran-
dom
Forest

91.5 90 88 89

Examples of evaluation results
show an Accuracy value of 91.5%, Preci-
sion of 90%, Recall of 88%, and F1-score

of 89%.
Table 6. Calculation of Confusion Matrix
Random Forest Classifier

Predictions Predictions
Pass Not Pass
Actual Pass 142 8
Actual Not
Pass 4 46

From the table, it can be calculat-
ed that the model has a precision of
94.6% and a recall of 94.7% for the
graduated class. The F1-score metric also
shows a consistently high value of
94.6%. The formula used is as follows:

.. TP 142
Precision = =
TP+FP 1422 +4

TP
TP+ FN
0

F1 —score =2 x

= 0,946 (12)

Recall = =1 s = 0,947 (13)
,946 x 0,947 ~ 0,946 (14)
0,946 + 0,947

These results suggest that the
model is able to predict the Pass and Not
Pass categories  with minimal errors,
consistent with studies reporting Random
Forest's high performance on academic

predictions. [15]

Application Implementation
The final model is saved in .sav

format and integrated into Streamlit-



based applications. Users can enter stu-
dent data such as gender, race/ethnicity,
parental education level, lunch type, prep
course status, and math, reading, and
writing scores.

& Prediksi Tingkat Kelulusan
Mahasiswa

Hasil Prediksi:

Figure 4. App Display

Once the data is entered, the sys-
tem displays the graduation status based
on the Random Forest model. The im-
plementation of this application ensures
that the research provides practical out-
puts that can be used as a decision sup-
port system, as recommended in related
studies [1].

CONCLUSION

The results showed that the Ran-
dom Forest Classifier algorithm was able
to predict student graduation very well
based on test scores and demographic
attributes, resulting in a high accuracy of
around 94-95% with consistent preci-
sion, recall, and F1-score. Math scores
were the most influential factors, fol-
lowed by reading and writing, while de-
mographic variables made an additional
contribution with a smaller influence.
The 80:220 data split shows the model's
ability to generalize well to new data.

This study still has limitations be-
cause it only uses academic data and does
not include non-academic factors such as
attendance, learning motivation, or in-
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volvement in campus activities, as well
as the imbalance of Not Passing classes
that can affect the sensitivity of the mod-
el. Further research is suggested to add
non-academic variables, apply classroom
balancing techniques such as SMOTE,
explore  other algorithms such as
XGBoost or Gradient Boosting, and test
models in real environments to optimize
their application.
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