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Abstract: Recommendation systems are becoming increasingly important with the growth of 

streaming platforms. The purpose of this study is to compare the performance of Content-Based 

Filtering, Neural Collaborative Filtering, and a combination of both in a movie recommendation 

system. The method used in this study involves retrieving movie details from the TMDB API 

and ratings from the MovieLens 32M Dataset (2010-2023). Each model's performance is evalu-

ated using evaluation metrics such as RMSE and MAE. The results of this study indicate that 

Neural Collaborative Filtering achieves the best prediction performance (RMSE = 0.785423, 

MAE = 0.581262), followed by the hybrid model (RMSE = 0.800863, MAE = 0.660872), while 

Content-Based Filtering produces low performance and limits the capabilities of the hybrid 

model. In conclusion, these findings highlight the superiority of latent feature-based models 

such as NCF that learn directly from user interaction patterns over content-based approaches in 

the context of modern recommendation systems. 

  

Keywords: content-based filtering; hybrid filtering; movie recommendation; neural 

collaborative filtering. 

 

 

Abstrak: Sistem rekomendasi menjadi semakin penting seiring berkembangnya platform 

streaming. Tujuan dari penelitian ini adalah membandingkan kinerja Content-Based Filtering, 

Neural Collaborative Filtering dan kombinasi keduanya dalam sistem rekomendasi film. Metode 

yang digunakan dalam penelitian ini melibatkan pengambilan detail film dari TMDB API dan 

rating dari dataset MovieLens 32M Dataset (2010-2023). Setiap peforma model dievaluasi 

dengan menggunakan metrik evaluasi seperti RMSE dan MAE. Hasil dari penelitian ini menun-

jukkan bahwa Neural Collaborative Filtering mencapai kinerja prediksi terbaik (RMSE = 

0.785423, MAE = 0.581262), diikuti oleh model hybrid (RMSE = 0.800863, MAE = 0.660872), 

sementara Content-Based Filtering menghasilkan peforma yang rendah dan membatasi kemam-

puan model hybrid. Kesimpulannya, penelitian ini menyoroti superioritas model berbasis latent 

feature seperti NCF yang belajar langsung dari pola interaksi pengguna dibandingkan pendeka-

tan berbasis konten dalam konteks sistem rekomendasi modern. 

 

Kata kunci: content-based filtering; hybrid filtering; neural collaborative filtering; rekomendasi 

film.  
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INTRODUCTION 
 

Technology is rapidly advancing, 

transforming how people access commu-

nication, information, and entertainment. 

Movies, in particular, are now diverse 

and readily available on various stream-

ing platforms [1].  

In 2023, IMDb recorded 30.443 

new titles, making it almost impossible 

for audiences to choose what to watch 

and often leading to wasted time search-

ing. To address this, recommender sys-

tems are needed. Recommender systems 

is an algorithm that suggest content based 

on user preference[2] [3]. 

In recommendation systems, Col-

laborative Filtering (CF) and Content-

Based Filtering (CBF) are often used. CF 

stems from leveraging the behaviors and 

ratings of similar users to predict the be-

havior of a target user [4]. In contrast, 

CBF utilizes item descriptions, such as 

genres, crew, actors, or synopsis, to rec-

ommend similar items [5][6]. 

However, these approaches, espe-

cially CF, still face challenges such as 

data sparsity, cold start, and reliance on 

user feedback. To address this issue, hy-

brid methods combine both CF and CBF 

techniques [7]. 

Most traditional recommendation 

systems struggle with large-scale data 

analysis [8]. Researchers continuously 

develop methods to overcome challenges 

such as cold start problems and data spar-

sity, with neural network models offering 

innovative solutions [9][10].   

Similarly, research [11] introduces 

a hybrid group recommender framework, 

where the state-of-the-art approach is the 

use of Fuzzy C-Means (FCM) clustering. 

Unlike traditional methods that assign a 

user to a single group, FCM allows them 

to belong to multiple groups, providing a 

better representation where user prefer-

ences overlap. Building on this, research 

[12] proposes a hybrid system where the 

state-of-the-art approach involves inte-

grating a Deep Neural Network (DNN) to 

classify new users.  

Meanwhile, research [13] proposes 

a multiview vision model that utilizes 

Transformers to integrate multiple data 

sources, including textual data from re-

views. Furthermore, research [14] pre-

sents an ensemble system, highlighting 

the use of an Artificial Neural Network 

(ANN) as the final classifier  

Collectively, these methods are 

consistently evaluated using standard 

metrics, with research [15] reaffirming 

RMSE and MAE as benchmark perfor-

mance indicators. 

Although previous studies have 

made significant progress, they lack a 

comprehensive analysis of existing algo-

rithms. This research aims to compare the 

performance of a hybrid neural network-

based recommendation system with 

standalone CBF and Neural Collabora-

tive Filtering (NCF) approaches, using 

RMSE and MAE as evaluation metrics. 
 

 

METHOD 
 

The system will be developed by 

integrating three recommendation ap-

proaches. Content-Based Filtering, Neu-

ral Collaborative Filtering and a hybrid 

method that combines CBF and NCF. 

The first approach design is illustrated in 

Image 1. 
 
 

 
Image 1. Content-Based Flow 
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The second approach is the 

standalone NCF model in Image 2. 
 

 

 
Image 2. NCF Flow 

 

The third and final approach is Hy-

brid, which combines Content-Based and 

NCF as illustrated in Image 3. 
 

 
Image 3. Hybrid Flow 

 

Dataset & Preprocessing Data 

Movie attributes (title, cast, key-

words, crew) were extracted from the 

TMDB API. At the same time, ratings 

were obtained from the MovieLens 32M 

dataset, which were then processed. 

 For efficiency and in considera-

tion of the available resources, only mov-

ies that exist in both datasets were in-

cluded. Table 1 shows the data before 

and after preprocessing (filtering movies 

from 2010 to 2023). 
 

Table 1. Data Quantity 
Source Quantity Final 

Movies 87.585 35.509 

Users 200.948 89.026 

Rating 32.000.000 4.821.916 
 

After preprocessing, the data will 

be split into a training and a testing set. 

Ratings in the training set will be normal-

ized to the [0,1] range to match the sig-

moid function used in the model’s output. 

 (x)  
 

    e-x
       (1) 

Description: 

   is the input  

   is Euler’s number. 
 

For ranking evaluation, each posi-

tive interaction in the training data is 

paired with four randomly chosen nega-

tive samples from items the user has not 

interacted with. Positive interactions are 

labeled as 1, while negative ones are la-

beled as 0. In a recommendation system, 

negative samples help reveal the user 

preferences [16].  

 

Content-Based Filtering (CBF) 

CBF methods quantify item simi-

larity using metrics like cosine similarity. 

For example, if a user frequently watches 

action thrillers with a specific actor, the 

system will recommend similar movies 

featuring the same actors, director, or 

plot elements.  

This approach assumes that past 

user preferences could predict future in-

terest in items with similar characteris-

tics. 

 
Image 4. Content-Based Illustration 

 

Content-based systems often use 

cosine similarity to measure similarity 

between items. Cosine similarity quanti-

fies the cosine of the angle between vec-

tors. 

cos( ) (   )  
     

      
       (2) 

 

Description: 

     is the dot product of vectors A and B 

        are their respective magnitudes. 
 

In CBF, vectors   and   represent 

the items being compared, which are cre-

ated from features such as actors, genre, 

keywords, and directors, and then trans-
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formed into a numerical representation 

using TF-IDF. This method weights 

terms based on their frequency within the 

item and across all items [17]. 
 

T     (t d) T (t d)      t  (3) 
 

Description: 

  is the term of the word being analyzed 

  is to the document in which the term 

appears. 
 

TF-IDF weight is calculated using 

two main components: Term Frequency 

(TF) and Inverse Document Frequency 

(IDF)  each determining a term’s im-

portance within a document relative to 

the entire corpus. 
 

T (t d)  
ft d

  f  d
           (4) 

Description: 

      is the number of times a term appears 

in a document 

       is the total number of terms in the 

document. 

   (t) log (
 

    nt
)        (5) 

 

Description: 

  is the total number of documents  

nt is the number of documents containing 

the term. 
 

Collaborative Filtering (CF) 

A standalone CBF system has sev-

eral limitations. It can only recommend 

similar movies. Meanwhile, the CF sys-

tem operates differently, providing per-

sonalized recommendations based on us-

er-item interactions rather than prior 

knowledge or history [18].  

For example, if user 1 likes movies 

A, B, and C, and user 2 likes movie B, 

the system may predict that user two will 

also enjoy movies A and C.  

 
Image 5. CF Illustration 

 

CF can be categorized into item-

based and user-based approaches. Item-

based CF recommends new items to a 

user based on similarities between items, 

while user-based CF recommends items 

by identifying users with similar prefer-

ences. 

While effective, traditional CF of-

ten relies on simple matrix factorization, 

which may miss complex, non-linear us-

er-item relationships. Neural Collabora-

tive Filtering addresses this issue using 

neural networks to provide more accurate 

and personalized recommendations. 
 

Neural Collaborative Filtering 

Neural Collaborative Filtering 

(NCF) was introduced in 2017. NCF 

combines deep learning with collabora-

tive filtering. It uses an embedding layer 

to capture latent features of users and 

movies. NCF consists of two compo-

nents, generalized Matrix Factorization 

(GMF and Multilayer Perceptron (MLP). 

The NCF architecture is presented in Im-

age 6. 

 
Image 6. NCF Architecture 

  

Root Mean Square Error (RMSE) 

Root Mean Squared Error (RMSE) 

is a metric used to evaluate the average 

difference between predicted values and 

actual values, expressed in squared form. 

The lower the RMSE value, the more ac-
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curate the algorithm model is in making 

predictions [19]. 
 
 

√
 

n
  y

i
- ŷ

i
 
 

n
i         (6) 

 

Description: 

n is the number of data points 

y
i
 is the actual  -th value 

ŷ
i
 is the  -th predicted value.  

 

The term  y
i
- ŷ

i
 
 
 is the squared 

difference between the actual and pre-

dicted values. 

RMSE is more sensitive to outliers 

because all errors are squared, making it 

suitable for use when errors truly need 

significant attention. 
 

Mean Absolute Error (MAE) 

 Mean Absolute Error (MAE) 

measures the average absolute difference 

between predicted and actual values. Like 

RMSE, the smaller the value, the more 

accurate the algorithm model is in mak-

ing a prediction. 
 

  E  
 

n
  y

i
- ŷ

i
 n

i         (7) 

Description: 

  is the number of data points 

   is the  -th predicted value.  

The term       ̂   is the absolute value 

of the difference between the actual and 

predicted values. 

MAE is not as sensitive to outliers. 

The primary reason is that it only calcu-

lates the absolute value of errors, making 

it more suitable for a stable interpretation 

of average errors. 
 
 

RESULT AND DISCUSSION 
  

The first step of this research in-

volves building a content-based system 

by computing item similarities using co-

sine similarity and a TF-IDF vectorizer. 

The second step is developing a neural 

collaborative filtering system using exist-

ing user ratings. Once both systems are 

established, they are combined into a hy-

brid system through weighted scoring. 
 

Content-Based Filtering Result 

The CBF approach in recommenda-

tion systems analyzes items based on 

their attribute similarities, but typically 

cannot predict numeric ratings. An illus-

tration of how CBF works is shown in 

Table 2. 
 

Table 2. Content-Based Examples 

 
The 

Avengers 

Captain America: 

Civil War 

The 

Avengers 
1.0000 0.7179 

Black 

Panther 
0.6363 0.6370 

 

Movies with the highest similarity 

score will form the top   recommenda-

tions, regardless of user preferences, so 

not all similar films will appeal to every 

user. 

Since this research aims to compare 

methods using RMSE and MAE quantita-

tively, CBF is unable to predict ratings 

directly; therefore, it needs to be com-

bined with a regression method to esti-

mate user ratings.  
 

Table 3. RMSE and MAE Evaluation 
RMSE MAE Accuracy 

0.995792 0.852235 0.405239 

  

 The results show a relatively high 

RMSE (0.995792) and MAE (0.852235), 

indicating that lower values would be 

preferable for better prediction accuracy. 

This shows that its rating predictions de-

viate more from actual ratings, support-

ing the claim that CBF struggles due to 

reliance on item attributes rather than us-

er-to-user behavior. 
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Therefore, RMSE and MAE should 

be interpreted cautiously for CBF, with 

top   recommendation evaluation being 

a more suitable approach. The top 5 rec-

ommendations are shown in the Image 7. 
 

 
Image 7. Content-Based Results 

 

Neural Collaborative Filtering Result 

Neural Collaborative Filtering 

(NCF) models address complex non-

linear user-item interactions by combin-

ing GMF for linear interactions and an 

MLP with ReLU for non-linear interac-

tions. It is trained for rating prediction on 

normalized ratings [0, 1] and for ranking 

evaluation using a 1:4 negative sampling 

ratio, and tested by comparing each posi-

tive item against 99 negatives. The hit 

ratio is reported for reference but is not 

the primary evaluation metric. 
 

Table 4. RMSE and MAE Evaluation 
RMSE MAE Hit Ratio 

0.785423 0.581262 94.76% 
 

The NCF model achieved an 

RMSE of 0.785423 and an MAE of 

0.581262, reducing the error by 21% and 

31.8% compared to the CBF model. It 

also reached an HR@10 of 94.76%, indi-

cating that it often includes at least one 

relevant item in the top 10; however, this 

metric does not fully reflect the quality. 

Overall, this result demonstrates that 

NCF significantly outperforms CBF. For 

the top   recommendations, we will take 

user 28 as an example. 
 

 
Image 8. NCF Result 

 

Hybrid Filtering Result 

The hybrid approach combines 

CBF and NCF using a weighted scoring 

of 0.7 NCF and 0.3 CBF. The CBF com-

ponent primarily addresses cold start us-

ers who have not provided any ratings. 

Nonetheless, RMSE and MAE are still 

reported to maintain consistency in com-

parison across methods, which motivates 

the use of weighted scoring ability. 
 

Table 5. RMSE and MAE Evaluation 
RMSE MAE Accuracy 

0.800863 0.660872 0.479683 
  

The evaluation shows that the hy-

brid model achieved an RMSE of 

0.800863 and an MAE of 0.660872, low-

er than the CBF method but slightly 

higher than the NCF method. 

The hybrid model outperforms 

CBF in accuracy but lags slightly behind 

NCF, showing that combining methods 

can improve performance. CBF, adapted 

here as a regression with weighted scor-

ing  limits the hybrid’s effectiveness.  n 

practice, hybrids utilize CBF to deal with 

sparse user ratings, while NCF is em-

ployed when sufficient data is available.  
 

 

 
Image 9. Hybrid Result 
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ABLATION ANALYSIS 
Ablation analysis is a method in 

which specific model components or fea-

tures are selectively removed to evaluate 

their impact on overall performance, 

thereby helping to identify critical ele-

ments and understand the model’s behav-

ior. 
 

Neural Collaborative Filtering 

Ablation analysis was performed 

by evaluating the individual contributions 

of the GMF and MLP, which were 

trained and tested under identical condi-

tions. 
 

Table 6. RMSE and MAE Evaluation 
Variant RMSE MAE 

GMF 1.046584 0.806133 

MLP 0.779635 0.575131 
  

The results indicate that the MLP 

pathway performs slightly better than the 

complete model alone. In contrast, the 

GMF exhibits significantly lower per-

formance compared to both the complete 

model and the MLP. This suggests that 

the dataset primarily exhibits non-linear 

patterns, which allows MLP to achieve 

superior results. However, the poor per-

formance of GMF negatively affects the 

overall performance of the whole model. 

Meanwhile, the results of ablation on the 

negative sampling ratio: 
 

Table 7. Negative Sampling Evals 

 
Easy Nega-

tive 

Hard 

Negative 

Hit Ratio 94.76% 62.24% 
  

Easy negatives are generated 

through purely random negative sam-

pling, where items are randomly selected 

under the assumption that they have not 

been interacted with by the user. In con-

trast, hard negatives are constructed by 

considering item popularity, making 

them difficult for the model to distin-

guish from actual positive.  

Hybrid Filtering 
The ablation analysis, we varied the 

weights between NCF and CBF compo-

nents to assess their impact on recom-

mendation performance. 
 

Table 8. RMSE and MAE Evaluation 
Weight RMSE MAE 

0.7+0.3 0.804104 0.664280 

0.3+0.7 0.890555 0.755020 
 

Ablation analysis with varied NCF-

CBF weights reveals that a higher NCF 

weight yields the best performance. CBF 

signals alone cannot generate ratings, so 

emphasizing CBF too much harms pre-

diction accuracy. NCF effectively cap-

tures collaborative patterns, while CBF 

can serve as auxiliary information with-

out disrupting rating prediction. 

 

ERROR ANALYSIS 

This part, to gain deeper insights 

beyond aggregate metrics, we examined 

individual prediction cases in detail. Ta-

bles 9 and 10 present examples where 

NCF achieved perfect accuracy as well as 

cases where it produced the most signifi-

cant errors, illustrating both the strengths 

and limitations of the model.  
 

Table 9. NCF Excels 
UID Title Predicted Actual 

69910 Star Trek 3.0 3.0 

76079 The Martian 4.0 4.0 
 

Table 10. NCF Fails 
UID Title Predicted Actual 

22564 Get Out 4.9 0.5 

69634 
Licorice 

Plaza 
4.8 0.5 

 

 The results show that NCF can 

accurately predict some ratings, but also 

overestimate in extreme cases. This indi-

cates that it captures user-item patterns 

well but can be overly confident, reflect-

ing issues such as outliers. 
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CONCLUSION 
 

The research demonstrates that 

NCF, which combines GMF and MLP, 

outperforms both CBF and Hybrid ap-

proaches. The weak performance of CBF 

negatively affected the Hybrid results. 

Ablation analysis further revealed that 

 C ’s high performance is primarily 

driven by the MLP component, which 

excels at capturing non-linear interac-

tions in large datasets. Although Hit Ra-

tio was not the primary evaluation metric, 

NCF still achieved a strong score of 

94.76%. However, when the negative 

sampling strategy was changed, the Hit 

Ratio dropped significantly to 62.24%, 

showing the model's sensitivity to the 

choice of sampling approach. 
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