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OPTIMIZATION OF K-MEANS AND K-MEDOIDS CLUSTERING USING
DBI.,SILHOUETTE, ELBOW ON STUDENT DATA
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email: dedyhartama@mué angsa

Abstract: Clustering, a crucial technique in data analysis, is aimed at uncovering the natural
structure of data, even§EJthe absence of labeled information. This study, conducted with utmost
objectivity, compares the performance of two [JO[JlB[‘ clustering methods, K-Means, and K-
Medoids . o student data. Three evaluation metrics, the Davies-Bouldin Index (D.B.L). the sil-
houette Seare. and the elbow method, are employed to compare the clustering and establish the
ideal number of clusters for both algorithms. The optimization results, a testament to the re-
search's credibility, show that K-Means delivers the best performance in clustering student data,
as indicated by the silhouette coefficient and elbow method. This method proves to be more ef-
hmen[\t‘hhand]mg large datasets than K-Medoids. These findings, backed by the research's ob-
l|ect1v1tv\0fﬁer recommendations for researchers to consider K-Means in similar data clustering
scenarms

Keywords: K-Means; K-Medoids; Clustering, Davies-Bouldin Indeks;\Si-lhouette Score; Elbow
Method.

Ahstrak:\C]ustering, sebuah\tekmk\pentlna\tid]am\ana]lsh\data bertu|uan\&ntuk\
1113ngungkapkan§h¢uktur?]‘aﬂuhﬁﬂ data, bahkan manya\ihfemmﬁl\ﬁwlabe]j%nehtnn 1

yang di]akukan:l@gan‘ﬁekl 1 %ﬁaﬂuh\mﬁ gka erjd\ﬁﬂa metcde}ku,termg
popu]er,\yajtu\i&Means dan K-Medoids, pada data nmhasnm metrlleau%
Davies-Bouldin' Index (D.B.I.), silhouette score, dan metomzﬁw dlgunakan tuk\
memhandingkan}}ustering ds menentukdn\Jhﬂl]dhmster yang ideal untuk\kedua a]gnntma
tersebut. Hasil optimasi, yang merupakan bukti kredibilitas penelitian ini, menunjukkan bahwa
K-Means memberikan kinerja terbaik dalam clustering data mahasiswa, seperti yang
ditunjukkan oleh silhouette coefficient dan metode elbow. Metode ini terbukti lebih efisien
dalam menangani kumpulan data besar dibandingkan K-Medoids. Temuan ini, yang didukung
oleh objektivitas penelitian, memberikan rekomendasi bagi peneliti untuk mempertimbangkan
K-Means dalam skenario clustering data yang serupa.

Kata kunci: K-Means; K-Medoids; Klasterisasi; Indeks Davies-Bouldin; Skor Silhouette;
Metode Elbow




INTRODUCTION

In the increasingly advanced
digital era, the industry's need for
computer science graduates with high
technical skill competence is increasing.
However, additional characteristics,
including practical skills, job experience,
and interest in extracurricular activities,
also affect computer science students'
employment success and academic
accomplishments [1] , educational
institutions and students alike must have
a thorough understanding of the elements
that impact students' professional success
to produce graduates who are equipped to
confront the challenges of the working
world.

Classification is one of the
standard methods used in machine
learning to understand the relationship
between variables that affect students'
careers. Among the most frequently used
algorithms are Decision Tree, 1D3, and
Random Forest. The Decision Tree
algorithm is known to be easy to
understand and implement. Still, it is
prone to overfitting, especially when the
resulting decision tree is too complex or
the dataset is limited [2] , [3] . ID3 is a
EFiant of the Decision Tree that uses
information gain to select the best
attributes at each node. However, ID3 is
often less accurate when applied to large,
complex datasets [4] .

On the other hand, Random
Forest is an algorithm that enhances
prediction accuracy and reduces the
chance of overfitting by combining
numerous decision trees. Different
subsets of the data are used to train each
decision tree, so the final result is an
average of the predictions of multiple

trees [5] . Although Random Forest is
more accurate, it requires more
computation time than other algorithms,
mainly due to the large number of
decision trees used [6] .

Study on Optimizing Clustering
in Education: Singh, Pandey, and Dubey
(2020) emphasize the importance of us-
ing clustering in education, especially in
grouping student data based on academic
attributes, economic background, or par-
ticipation Yevel. The study shows how
clustering can identify hidden patterns
and segment students, which can help
provide moremedtsmdces according
to their needs. The study serves as a ref-
erence for understanding the effective-
ness of clustering algorithms in education
(7]

Therefore, this research attempts
to contrast the performance of the three
algorithms in classifying factors that
influence the careers of computer science
students. This study will also analyze the
dominant factors that play gole in the
success of student careers based on the
classification results of the three
algorithms. The results of this study are
expected to provide deeper insights for
educational institutions and students in
designing  more  effective  career
development strategies.

METHOD

Literature Review
The following is a review of the
literature used in this study.

Clustering and Data Grouping

Clustering is a data analysis
method that groups objects based on the




similarity of their attributes without the
need for previously defined data labels
[8] . According to Singh, Pandey, &
Dubey [9] , clustering allows researchers
to identify hidden patterns in data,
making it an essential technique in fields
such as education, business, and health.
In the educational context, clustering can
be used to group students based on
various parameters, such as academic
performance, economic background, or
vel of campus participation [10] .

K-Means and K-Medoids Algorithm

Two clustering techniques often
Enployed in various applications are the
K-Means and K-Medoids algorithms.
According to the Euclidean distance
between each data point and the centroid,
K-Means divides the data into k groups
[11] . In many different applications, two
clustefhg approaches that are often used
are the K-Means and K-Medoids
algorithms. K-Mecans orgaffBes the data
into k groups based on the Euclidean
distance between each data point and the
centroid [12] . On the other hand, K-
Medoids uses medoids as cluster centers,
which are points in the dataset itself,
making it more robust to outliers and
non-normal data [13] . Although both
methods are similar, K-Medoids is more
suitable for datasets containing many
outliers or noise [14] .

Clusteipg Quality Evaluation

The K-Means and K-Medoids
algorithms are two clustering techniques
Elten utilized in several applications.
Based on the Euclidean distance between
each data point and the centroid, K-
Means divides the data into k groups [15]
, [16] . D.B.I. measures each cluster's
compactness and degree of separation
from one another: it was created b
Davies & Bouldin in 2019. e
clustering quality is more excellent, and

gauge how consistent items in a cluster
are. The better the items are grouped, the
higher the score for Silh§Ektte. The
Elbow approach looks at the sum of
squared distances between the data points
and the centroid or thEZiccrease in the
degree of distortions to find the ideal
mber of clusters [17] , [18] .

K-Means and K-Medoids Optimization

@hc of the main challenges in
using Kfffleans and K-medoids is
choosing the optimal number of clusters.
According to Syakur §Jal. (2018), the
elbow method is often used to determine
the optimal number of clusters by
analyzing the sum of squared distances
graph @19] . In addition, the Silhouette
Score can be used to validate the quality
of the clustering results after the number
of clusters is determined. The selection of
initial centroids in K-Means can also be
optimized to improve the clustering
results [20] . In this study, this approach
will be used to optimize the clustering
process so that the results obtained are
more accurate and relevant in grouping
student data.

Application of Clustering in the Field
of Education

Clustering in education,
especially in student grouping, has
various practical applications. Majeed &
Ali  (2022) explained that student
grouping can help understand academic
trends, identify groups that need more
attention, and personalize educational
approaches. With proper grouping,
universities or educational institutions
can make more effective policies
regarding resource management,
improving the quality of education and
supporting students who need special
academic assistance [21] .

Research Methods
The follovflhg is the research

the D.B.I. value is lower. Rousseeuw ~ methodology used in this study.

proposed the Silhouette Score in 2020 to




Research Design

The followingg$ a research design
used to calculate K-Means and K-
Medoids Clustering Optimization Using
D.B.I., Silhouette, and Elbow on Student
Data.

Image 1. Research Design
Below is a description of the research
design image:
1. Start - Start the research process.
2. Dataset - Collect or select the dataset
to be used.

Implementing
using Python.

5. K-Means & K-Medoids - Perform
clustering with two algorithms,
namely K-Means and K-Medoids.

6. DB.I. Optimization, Silhouette,
Elbow Method - Perform D.B.L
optimization and evaluation using
Silhouette and Elbow methods to
assess clustering results.

7. Performance -  Measures the
performance of clustering regglts.

8. Comparing by Parameters (K-Means
& K-Medoids) -  Comparing
clustering results based [ghn the
parameters used between K-Means
and K-Medoids.

9. Result - Get comparison results and
conclusions.

10. Finish - Research is complete.

clustering methods

Raw Data
The following is the raw data that

@ill be used to calculate the optimization
of K-Means and K-Medoids Clustering

3. Determining Clustering Parameters - Using DB.., Silhouette, Elbow on
Determines clustering parameters for ~ Student Data.
grouping data.
4. Implementation in| Python -
Table 1. Raw Data
Name Present | Task | Task | Formative | UTS | UAS | ... | Quality Score
Person 1 86 70 70 75 71 0 .. 48
Person 2 7 0 0 0 0 0 .. 1
Person 3 90 80 80 80 80 85 | .. 83
Person 4 90 80 80 80 85 85 | .. 84
Person 5 71 0 0 80 0 0 .. 15
Person 6 36 0 0 0 70 0 |.. 21
Person 7 36 0 0 0 70 0 .. 21
Person 8 50 0 0 0 70 0 .. 22
Person 9 90 80 80 80 85 85 |.. 84
Person 10 90 80 80 80 85 85 | .. 84
Persofff)556 93 79 79 81 82 83 83

D.BI. (Davies-Bouldin Index)

The Davies-Bouldin Index (D.B.I.)




formulal measures how well the clusters

are compacted. A lower DB.I. value

indicates betfgr cluster quality. The

following is the Davies-Bouldin Index

(D.B.1.) formulz1 used to calculate

optimization and'find out the optimal
$.+8,

cluster:
J
d.

DBI = lg

n1 i
Information :
n: @nber of clusters ™
S averageLdristancc between each point
in the clus i| with the cluster center
(centroid), which represents the cluster
dispefFibn i~
d,: the distance between the cluster
center (iand the cluster center j , which
measures the distance between clusters
max : max] value of thel comparlsg

il

tween 2 clu a‘fgilandj.

max
i#j

(M

Silhouette

The silhouette score formula measures
how well object§)are in the correct
cluster. Silhouette scores range from -1 to
1, with higher values indicating that
objects are well clustered. Here is the
formula {§§ the silhouette score :

@)

S : Sn’hmru!e Score for data points i~
(/) '* 1 distance between a
i points in the same

cluster (intra-cluster dispersion)\

b({)._avecrag ce between a data
point i and points in different

clustdgg)(intra-cluster dispersion)™.
max(a(@.b@) ;: maximum value-hetween ™~

%e Elbow method determines the
optimal number of clusters in the| K-
Means algorithm by analyzing the su
squared errors (S.S.E.), also called the
within-cluster sum of squares (W.C.S.S.).
Although there is no specific formula for
the Elbow method, the approach is based
on calculating S.S E. for various numbers
of clusters. The S.S.E. (Sum of Squared
Errors) formu121 :

SSE :% Z“E
1 xeC; v
r /ETe)

Information :
n : number|of clusters
c|: cluster

3)

L, centroid or clustc:ﬁnter c
[x—p[F: squared Euclidean distance

between data points x and the centroid 4,

RESULT AND DISCUSSION
K-Means Optimization
Below is a table of cluster

optimization results from the K-Means
algorithm optimization of D.B 1. (Davies

Bouilden ™~Index), S.C. (Silhouette
Coefficient ) and W.C.C.S. (Elbow
Method) results.
Table 2. K-Means W\
Calculation
oun @} D.BI. SC Elbow
Results | Results | Results
2 1.0920 | 0.7255 | 1428076
3 0.9003 | 0.7509 | 1062113
4 0.7473 | 0.7430 | 850003
5 0.7609 | 0.7493 | 746389
6 0.7823 | 0.7508 | 654519
7 0.9694 | 0.2978 | 564521
8 09144 | 03727 | 510548
9 0.8724 | 0.3765 | 452518




Below is a plot from Google
Colab ta. Python using the K-Medoids
algorithm.

Image 2. K-Means Plot

K-Medoids Optimization

Below is the optimization table of
the K-Medoids algorithm optimization
cluster from D.B.I. (Davies Bouilden ™

Index), S.C. (Silhouette Coefficient)
results, W.C.C.S. (Elbow Method)
results.

Table 3. K-Medoids Optimization

Calculation
Clusters DB SC Elbow

Results | Results | Results
2 0.7460 | 0.7232 | 32446.03
3 0.7413 | 0.7458 | 28588.85
4 1.0145 | 0.7337 | 27506.68
5 0.9570 | 0.7368 | 2603224
6 0.7840 | 0.7501 | 2450985
7 09946 | 0.3005 | 2188927
8 09861 | 0.3000 | 2131748
9 09318 | 0.2998 | 20571.18

Below is a plot image from Google Colab ™,

using Python language and th@| K-
Mcdoids%l*gorithm.

Image 3. K-Medoids Plot

CONCLUSION

Based on the optimization results,

the K-Means metho@Zxcels in grouping
Student Data. So, the best results are
obtained from the K-Means Algorithm
with the Silhouette Coefficient Method
with a value of 0.7509 in cluster 2 and
the Elbow Method with 1428076.08 in
cluster 2, D B.I. K-Medoids with a value
of 0.7413 in cluster 3. So that the best
cluster is located in 3 clusters.
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@ Hyph. You may need to add a hyphen between these two words.

C:'_T/S] P/V You have used the passive voice in this sentence. Depending upon what you wish to
emphasize in the sentence, you may want to revise it using the active voice.
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@ Prep. You may be using the wrong preposition.
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Proofread This part of the sentence contains a grammatical error or misspelled word that

makes your meaning unclear.
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Garbled Grammatical or spelling errors make the meaning of this sentence unclear.
Proofread the sentence to correct the mistakes.

Article Error You may need to use an article before this word. Consider using the article
the.
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