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Abstract: The development of AI assistants such as Gemini and ChatGPT can significantly as-
sist in daily human tasks. In the field of Sentiment Analysis, AI assistants can be utilized as an 
automated labeling alternative to provide positive, negative, or neutral sentiments within a da-
taset. This research aims to enhance the performance of AI assistants in automated labeling pro-
cesses by employing the Feature Selection algorithm, specifically Forward Selection. The meth-
odology involves utilizing the Naïve Bayes and K-NN algorithms, and subsequently improving 
accuracy through the Feature Selection algorithm. The evaluation is conducted using K-Fold 
Cross Validation. Research findings indicate an improvement in the accuracy of the best model, 
which is ChatGPT, when using the Naïve Bayes algorithm and Shuffled Sampling technique. 
The initial accuracy of 79.09% increased to 87.18% after Feature Selection was applied. This 
demonstrates the effectiveness of Feature Selection, particularly Forward Selection, in enhanc-
ing the accuracy performance of the model. 
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Abstrak: Pekembangan Asisten AI seperti Gemini dan Chat GPT dapat membantu pekerjaan 
manusia sehari-hari. Dalam bidang Analisis Sentimen, Asisten AI dapat digunakan sebagai al-
ternatif pelabelan otomatis untuk memberikan sentimen positif, negatif atau netral dalam suatu 
dataset. Penlitian ini bertujuan untuk meningkatkan performa yang dihasilkan oleh Asisten AI 
dalam proses pelabelan otomatis menggunakan Algortima Feature Selection yaitu Forward Se-
lection. Metode yang digunakan adalah dengan menggunakan Algoritma Naïve Bayes dan K-
NN kemudian hasil akurasi akan ditingkatkan menggunkan Algoritma Feature Selection. Eval-
uasi yang digunakan adalah K-Fold Cross Validation. Hasil penelitian menunjukkan pening-
katan akurasi model terbaik berada pada Chat GPT dengan menggunakan Algoritma Naïve 
Bayes dan Teknik Shuffled Sampling, dari nilai akurasi awal sebesar 79.09%, setelah ditingkat-
kan menggunakan Feature Selection, maka nilai akurasinya meningkat menjadi 87.18%. Hal ini 
membuktikan peran Feature Selection, dimana yang digunakan adalah Forward Selection dalam 
meningkatkan akurasi ternyata memang efektif dalam meningkatkan performa akurasi model. 
 

Kata kunci: ai; assisten; chat gpt; feature selection; gemini 
 
 
 
 

INTRODUCTION 

 
The development of AI assistants 

such as Gemini and ChatGPT could have 

assisted humans with their daily tasks. In 

the field of sentiment analysis, AI 

assistants could have been used as an 
automated labeling alternative to provide 
positive, negative, or neutral sentiment 

within a dataset [1]. Data labeling in-
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volves the classification of a dataset into 

predefined categories. This fundamental 
process is the precursor to any machine 
learning endeavor, and its significance 

lies in the direct correlation between label 
quality and model efficacy [2]. Data la-

beling is the cornerstone of tasks includ-
ing data clustering, object recognition, 
and machine learning model construction 

[3]. Historically, data labeling has been a 
manual, human-driven process. In con-

trast, automated data labeling provides a 
more efficient and scalable approach. Au-
tomation enables expedited and precise 

data labeling, thereby expediting the de-
velopment of machine learning models. 

[4]. Artificial intelligence (AI) assistants, 
powered by natural language processing 
(NLP) technology, are designed to inter-

act naturally with users and perform a 
variety of tasks. These AI assistants can 

generate contextually relevant responses 
to user queries. Prominent examples of 
such AI assistants include Gemini and 

ChatGPT. Gemini, a large language 
model developed by Google, is designed 

to engage in natural and informative con-
versations. It leverages the LaMDA ar-
chitecture and Google's extensive 

knowledge base to generate relevant and 
high-quality text outputs [5]. 

ChatGPT, a state-of-the-art AI 
language model, was introduced by 
OpenAI in November 2022. It was de-

veloped through Reinforcement Learning 
and trained on a dataset comprising over 

150 billion parameters [5]–[8]. ChatGPT 
serves as a versatile text-based virtual 
assistant designed to engage in human-

like conversations. Its applications span a 
wide range, including chatbot develop-

ment, content generation, and machine 
translation, with accuracy levels varying 
across tasks [9], [10]. OpenAI, the organ-

ization behind ChatGPT, is an American 
artificial intelligence research laboratory 

Feature selection, a fundamental 

process in machine learning, involves 
identifying the most pertinent and in-
formative subset of features from a given 

dataset [11]–[13]. This technique en-
hances model accuracy by excluding ir-

relevant or redundant features, enabling 
AI models to concentrate on the most 
critical attributes for prediction [14]. 

Prior research has investigated the 
application of automatic data labeling 

using the VADER Lexicon in sentiment 
analysis [15]–[17]. The first study em-
ployed automatic labeling using VADER 

for sentiment analysis on a sentiment da-
taset related to the Nusantara Capital City 

relocation [15]. Results showed that 
SVM achieved an accuracy of 76.70%. 
The second study conducted sentiment 

analysis on a dataset related to the Face-
book outage, also using automatic label-

ing with VADER [16]. Naive Bayes 
yielded an accuracy of 73.69% in this 
study. The third study focused on auto-

matic labeling using VADER on a PLN 
Mobile dataset [17]. Naive Bayes 

achieved an accuracy of 70% in this 
study. 

These studies reported accuracy 

scores within the range of 70-76%, clas-
sified as fair. To further improve model 

performance, feature selection techniques 
like Forward Selection can be imple-
mented [11], [14]. Previous studies have 

demonstrated that feature selection can 
boost accuracy by 4-9%. A concise over-

view of these studies is provided in the 
Research Gap Table1. 

This research aims to address a 

gap in the existing literature by exploring 
the use of AI assistants like Gemini and 

ChatGPT for text labeling, an under-
explored area. To enhance model perfor-
mance, feature selection using the For-

ward Selection method will be imple-
mented. The study will compare the per-
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formance of Naive Bayes and K-Nearest 

Neighbor algorithms, employing K-Fold 
Cross Validation and Stratified and Shuf-
fled Sampling techniques. The objective 

is to identify the model that yields the 
highest accuracy.  

Naïve Bayes has proven to be a 
robust algorithm for classification tasks. 
It excels in handling smaller datasets, ef-

fectively identifying key features, and 
rapidly completing the classification pro-

cess [5], [18]. Research on Brimo app 
sentiment analysis [19], demonstrates the 
success of Naïve Bayes, achieving 'Good 

Classification' with this method. K-
Nearest Neighbors (KNN) was deemed 

the ideal algorithm for this task given its 
ability to effectively manage noisy train-
ing data, execute rapid training, offer 

simplicity, and handle extensive datasets 
with proficiency [7], [20]. The effective-

ness of KNN is well-established. A study 
analyzing Twitter sentiment on the G20 
Summit in Indonesia achieved 'Excellent 

Classification' results using this method 
[21]. 

 

 

METHOD 

 

The research framework is illus-

trated, as shown in Image 1. 

 
Image 1. Reseach Framework 
The initial phase of this research 

framework is data collection. In this 
stage, data was gathered from the social 

media platform X using the keyword 

"Artificial Intelligence." The objective 
was to ascertain the sentiment of X's us-
ers regarding the presence of AI in eve-

ryday life. A dataset of 100 tweets was 
compiled. The rationale behind using 100 

data points was to experiment with Gem-
ini and ChatGPT's ability to label each 
data point and to expedite the modeling 

process. 
The second phase involved text 

pre-processing, which encompassed to-
kenization, stop word removal, stem-
ming, and token filtering (by length). To-

kenization is the process of breaking 
down a sentence into individual words, 

known as tokens. Filter Stopword, is a 
process of eliminating words that are 
considered irrelevant and carry no signif-

icant meaning in a sentence, based on a 
predefined stop word list. Stemming is a 

technique used to reduce words to their 
root or base form. Filter Token By 
Length, is a process of restricting the in-

clusion of words based on a minimum 
and maximum character limit. 

The third phase involves labeling. 
In this stage, the pre-processed dataset 
will be assigned positive, negative, or 

neutral labels. This phase represents a 
gap in previous research, as it will in-

volve Gemini and ChatGPT in the data 
labeling process. Data labeling will be 
conducted directly on the Gemini and 

ChatGPT websites. 
The fourth phase is modeling using 

Rapidminer. In this phase, the dataset 
labeled by Gemini and ChatGPT will be 
used to build models. The accuracy of 

each model using Naive Bayes and K-
NN algorithms will be evaluated. Model 

validation will be performed using K-
Fold Cross Validation in combination 
with stratified and shuffled sampling 

techniques. Naïve Bayes Algorithm is a 
classification method derived from the 
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Bayes theorem, which can predict future 

opportunities based on opportunities that 
existed in the past [22]. The equation is as 
follows: 

 ( | )   
 ( | ) ( )

 ( )
              (1) 

 

Explanation: 
X = A data sample with an unknown class 

(label). 
C = The hypothesis that X belongs to 
class (label) C. 

P(C) = The probability of hypothesis C 
being true. 

P(X) = The probability of observing the 
data sample (regardless of the class). 
P(X|C) = The probability of observing the 

data sample given that the hypothesis C is 
true. 

 

K-Nearest Neighbour Algorithm is 
often used for classification. The way this 

algorithm works is grouping data into a 
class that has been determined based on 
the closest distance or similarity to the 

existing data set or training data. The 
stages of this algorithm are as follows: 

1. Determine the value of k; 
2. Calculate the distance between the 

data that will be classified against 

the label data; 
3. Determine the smallest value of k;  

4. Classify data based on a distance 
metric. 
 

Calculation of proximity using a 
distance matrix can use the following 

formula: 
    (     )   √∑ (       )

 
             (2)  

 

Explanation: 
d(x,y) = distance between data points x 

and y 
xᵢ = i-th training data point 
yᵢ = i-th testing data point 

i = index of a data variable 

n = dimensionality of the data 

 
The fifth phase is Evaluation. In 

this phase, the accuracy of each con-

structed model will be assessed. Initially, 
the direct modeling results using the al-

gorithms will be examined. Subsequent-
ly.  

 

 
RESULT AND DISCUSSION 

 

The result of the first stage is the 
crawling of a dataset from social media 

platform X. The dataset comprises eight 
attributes, of which not all are necessary 

for this research. Therefore, text pre-
processing is required to prepare the data 
for use. 

In the second stage, text pre-
processing was performed using 

RapidMiner. This involved selecting rel-
evant attributes and cleaning the text to 
optimize model performance. 

RapidMiner, a versatile data mining tool, 
facilitated data preparation, integration, 

modeling, analysis, and deployment. The 
specific steps involved in text pre-
processing using Rapidminer are visually 

depicted in Image 2. 

 
Image 2. Text Pre-Processing in 

Rapidminer 
 
All necessary operators for text 

pre-processing are available in 
Rapidminer, ranging from tokenization to 

token filtering (by length). The results of 
the text pre-processing are presented vis-
ually in Image 3.  
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Image 3. Text Pre-Processing Result 

 
As depicted in Figure 3, each data 

point will be broken down into individual 

words, or tokens, with each token becom-
ing a new attribute. This text pre-

processing process results in 154 new 
attributes. 

In the third stage, each data point 

will be assigned a label. Both Gemini and 
ChatGPT will be involved in the labeling 

process. The labeling process using Gem-
ini is illustrated in Image 4 and 5, while 
the labeling process using ChatGPT is 

shown in Image 6 and 7.  
 

 
Image 4. Instruction Labeling  for 

Gemini  
 

 
Image 5. Labeled by Gemini 

 

 
Image 6. Instruction Labeling  for 

Chat GPT 

 

  
Image 7. Labeled by Chat GPT 

 
All labeling processes were con-

ducted directly on the Gemini and 
ChatGPT websites. The labeling process 

was found to be quite efficient, and the 
results were satisfactory. Subsequently, 
the labeled data was passed on to the next 

stage for accuracy evaluation. 
The results of the fourth stage 

present the accuracy performance of each 
data point labeled by both Gemini and 
ChatGPT. The modeling process is visu-

ally depicted in Image 8.  
 

 
Image 8. Modelling 
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The labeled dataset from Gemini 

and ChatGPT will be evaluated using the 
Naive Bayes and K-NN algorithms. The 
resulting model accuracy performance is 

presented in tabular form, as shown in 
Tabel 3. 

Table 3. Performance Model Result. 

Da-

taset 

Naïve Bayes K-NN 

Strati-

fied 
Shuffled 

Strati-

fied 
Shuffled 

Gem-

ini 
75.27% 74.45% 76.27% 76.36% 

Chat 

GPT 
71.27% 79.09% 76.27% 76.45%  

 
On Table 3, the best model per-

formance is achieved with a combination 
of the ChatGPT dataset, the K-NN algo-

rithm, and the shuffled sampling tech-
nique, resulting in an accuracy of 
76.45%. Overall, the accuracy perfor-

mance of all models falls into the fair 
classification category. The next step in-

volves improving model accuracy by us-
ing feature selection (forward selection). 
This process is illustrated in Image 9. 

 
Image 9. Modelling Feature Selection 

  
Each dataset will undergo a fea-

ture selection process (forward selection) 
to compare with the previous results. 

This comparison will determine whether 
there is an improvement in accuracy per-
formance. The results are presented in 

tabular form, as shown in Table 4. 
Table 3. Feature Selection Performance 

Model Result. 

Dataset 

Naïve Bayes K-NN 

Strati-

fied 
Shuffled 

Strati-

fied 

Shuf-

fled 

Gemini 76.45% 80.36% 79.45% 81.45% 

Chat 

GPT 
81.36% 87.18%  84.36% 81.36% 

It can be observed that after ap-

plying feature selection (forward selec-
tion), the accuracy of all models has im-
proved. The best model performance is 

demonstrated by the combination of the 
ChatGPT dataset, the Naive Bayes algo-

rithm, and the shuffled sampling tech-
nique, achieving an accuracy of 87.18%, 
which falls into the good classification 

category. 
This research successfully demo 

nstrates that AI assistants such as Gemini 
and ChatGPT can be used as an alterna-
tive for sentiment analysis data labeling. 

The results obtained are comparable to 
previous studies that employed VADER 

for labeling [15]–[17]. Furthermore, this 
research also proves that using Feature 
Selection (Forward Selection) can im-

prove accuracy performance, aligning 
with findings in [11], [14]. In this study, 

the accuracy improvement ranged from 
1-8 percent. 

Naive Bayes emerged as the best 

algorithm compared to K-NN. Its effec-
tiveness and speed are key factors con-

tributing to its superior accuracy perfor-
mance. This aligns with previous re-
search [5], [18], [19].  

 
 

CONCLUSION 

 
The research results demonstrate 

an increase in accuracy from the initial 
values for Gemini using the Naive Bayes 

algorithm with shuffled sampling, reach-
ing 74.45%, and for K-NN with shuffled 
sampling, reaching 76.36%. After en-

hancing accuracy using Feature Selec-
tion, the results improved to 80.36% for 

Naive Bayes and 81.45% for K-NN. Sim-
ilarly, for ChatGPT, using the Naive 
Bayes algorithm with shuffled sampling 

yielded an initial accuracy of 79.09%, 
and for K-NN with shuffled sampling, 
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76.45%. After applying Feature Selec-

tion, the values increased to 87.18% for 
Naive Bayes and 81.36% for K-NN. The-
se results confirm the effectiveness of 

Feature Selection in improving accuracy. 
This research focuses on the role 

of Feature Selection in enhancing model 
accuracy. Future research could explore 
other methods to further improve perfor-

mance and achieve more optimal accura-
cy values 
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