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Abstract: The growing business environment causes the business world to create in order to 
continue to survive, one of which is by increasing sales. One way is to use the data approach. 
One method of data approach that is widely used is Market Basket Analysis. This study uses the 
Market Basket Analysis method with the a priori algorithm and FP-Growth. Grocery dataset 
analysis using two algorithms, Apriori and FP-Growth using a minimum support parameter of 
0.45, has results sorted by the top 10 associations with the best confidence value. The associa-
tion with the highest support value found is "Whole Milk -> Other Vegetables" with a support 
value of 0.0748347737. The analysis concludes that both algorithms produce the same associa-
tion "Other Vegetables -> Whole Milk" with a Support value of 0.0748347737.  
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Abstrak : Lingkungan bisnis yang semakin berkembang menyebabkan dunia bisnis harus 
berkreasi agar dapat terus bertahan, salah satunya dengan cara meningkatkan penjualan. Salah 
satu caranya adalah dengan menggunakan pendekatan data. Salah satu metode pendekatan data 
yang banyak digunakan adalah Market Basket Analysis. Penelitian ini menggunakan metode 
Market Basket Analysis dengan algoritma apriori dan FP-Growth. Analisis dataset grosir 
menggunakan dua algoritma, Apriori dan FP-Growth dengan menggunakan parameter support 
minimum 0,45, memiliki hasil yang diurutkan berdasarkan 10 asosiasi teratas dengan nilai con-
fidence terbaik. Asosiasi dengan nilai support tertinggi yang ditemukan adalah “Whole Milk -> 
Other Vegetables” dengan nilai support sebesar 0,0748347737. Analisis menyimpulkan bahwa 
kedua algoritma tersebut menghasilkan asosiasi yang sama “Other Vegetables -> Whole Milk” 
dengan nilai Support sebesar 0,0748347737. 
 
Kata Kunci: apriori; FP-Growth; market basket analysis 
 
 
 
 
 

INTRODUCTION 

 

In the current competitive busi-

ness landscape, companies must consist-
ently innovate and adapt to maintain their 
competitiveness. Efforts to do this in-

clude enhancing product quality and 
boosting product diversity. A proficient 

approach is the analysis of transaction 

data, which facilitates decision-making 

for enterprises. By analyzing transaction 
data, firms can acquire significant in-

sights into customer behavior and prefer-
ences, aiding in the optimization of mar-
keting and sales tactics. Consequently, 

the analysis of transaction data is essen-
tial for firms to compete and expand in 

progressively competitive marketplaces. 
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Analyzing sales transaction data is chal-

lenging due to the substantial volume of 
data and the constraints of data pro-
cessing techniques [1,2]. 

The difficulties of handling ex-
tensive datasets with restricted tools can 

be mitigated by employing data mining 
technology. Data mining entails the ex-
amination of particular datasets to reveal 

significant information through diverse 
methodologies. A prevalent data mining 

technique is association rules, referred to 
as Market Basket Analysis (MBA). 

Market Basket Analysis is a tech-

nique extensively utilized in marketing to 
identify associations between items or 

product categories. The main objective is 
to ascertain the things acquired concur-
rently by buyers. This strategy enhances 

consumer spending by positioning fre-
quently purchased items in proximity to 

one another. For example, MBA is often 
utilized in the analysis of shopping bas-
kets at grocery stores. This analysis seeks 

to produce association rules or patterns 
within the data, emphasizing both preci-

sion and utility. Efficient data processing 
is a crucial element in resolving these 
situations [5]. 

A study was undertaken to identi-
fy trends of things purchased concurrent-

ly over the course of a year. This study 
utilized the Apriori and FP-Growth algo-
rithms to discern patterns within the da-

taset, and their outcomes were juxtaposed. 
The results indicated that the Apriori Al-

gorithm executed and presented out-
comes more rapidly, although produced a 
lesser quantity of rules compared to FP-

Growth. In contrast, FP-Growth required 
more time for data processing but gener-

ated a greater quantity of rules [6]. 
The Apriori Algorithm is a meth-

od extensively employed in numerous 

research projects concerning market bas-
ket analysis. The aim is to forecast the 

probability of product acquisition based 

on previous transactions or historical data 
[7]. The Apriori algorithm generates as-
sociation rules through an iterative pro-

cess that identifies itemsets with k occur-
rences based on itemsets with k-1 occur-

rences [8]. The first phase entails estab-
lishing threshold values for support and 
confidence. This approach focuses on the 

itemsets of commodities purchased in a 
single transaction by consumers [9]. 

The FP-Growth Algorithm detects 
patterns through frequency counts in a 
dataset [10]. Unlike the Apriori approach, 

which uses candidate generation, FP-
Growth employs a tree-based structure 

(FP-Tree) to locate common itemsets 
[11]. This method enhances efficiency 
relative to Apriori, especially in contexts 

with extensive datasets [12]. 
This study intends to compare the 

performance of the FP-Growth and Apri-
ori algorithms in Market Basket Analysis 
using supermarket datasets. The findings 

will be displayed in comparative tables 
that delineate the parameters produced by 

each method. These comparisons will 
elucidate the correlations produced by the 
two algorithms, finally offering insights 

for grocery store proprietors in picking 
the most appropriate algorithm for their 

sales analysis requirements. Research 
examined the utilization of the FP-
Growth algorithm in data mining. This 

technique detects prevalent elements 
within a dataset and formulates associa-

tion rules. For instance, when a consumer 
acquires a 3 kilogram LPG cylinder, they 
are also predisposed to purchase a pack 

of Djarum Super 12 cigarettes, exhibiting 
a support value of 0.02 and a confidence 

value of 1.00 [13]. 
Improve performed a comparative 

analysis of the Apriori and FP-Growth 

algorithms to ascertain the most common 
itemsets. Their analysis found that the 
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Apriori Algorithm provided eight rules 

with a minimum support of 0.06 and con-
fidence of 0.01, whereas the FP-Growth 
Algorithm produced 14 rules [14]. 

The Research employed the Apri-
ori and FP-Growth algorithms in data 

mining to examine association patterns 
for product arrangement at Mohare Su-
permarket. Using a minimum support of 

20% and confidence of 70%, the Apriori 
Algorithm created 10 rules with a support 

value of 0.32258605 and an accuracy of 
12.8%. Concurrently, FP-Growth pro-
duced 78 rules with a support value of 

2.51612903 and an accuracy of 78%. The 
association regulations enabled the su-

permarket to refine product arrangements 
and improve sales tactics [15]. 

This study does a comparative 

examination of the Apriori and FP-
Growth algorithms in Market Basket ex-

amination utilizing supermarket data. The 
results, displayed in comparative tables, 
emphasize the performance of each 

method, offering insights into their ad-
vantages and disadvantages. The findings 

intend to assist grocery enterprises in se-
lecting the most appropriate algorithm for 
sales analysis, providing relevant infor-

mation for decision-making while ad-
dressing the industry's specific needs. 

 

 

METHOD 

 
This study was executed in multi-

ple phases. The initial phase involves in-
putting the dataset, preprocessing the da-

ta, generating association rules, and eval-
uating the outcomes. The stages are de-
picted in Figure 1. 

 

 
Figure 1. Research Flowchart 

 
The research was conducted by 

inputting data acquired in .txt format. 
Processing was conducted utilizing the 

Google Colab platform. In the subse-
quent phase, the data underwent pre-
processing to eliminate superfluous parts. 

Subsequently, association rule modeling 
was conducted utilizing the Apriori and 

FP-Growth algorithms. The final phase 
involves assessing the outcomes by jux-
taposing the performance metrics of each 

algorithm. 
 

Data Pre-Proccessing 

Data preparation involves trans-
forming or encoding data to enable accu-

rate representation, facilitating rapid 
comprehension by machines. Data prepa-

ration can be defined as a procedure 
whereby an algorithmic model rapidly 
analyzes the characteristics of the data 

[16]. In this investigation, the dataset un-
derwent preprocessing to exclude the 

comma symbols. Subsequently, the data 
was aggregated by quantifying each item 
to derive the top 10, representing the 

most often occurring entries. The data is 
displayed in Table 1 and illustrated in 

Figure 2. 
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Figure 2. Research Flowchart 
 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
Assosiasion Rules 

In association analysis, associa-
tions between combinations of items are 

discerned through a data mining method. 
A primary metric employed in this meth-

odology is support, which quantifies the 
frequency of occurrence of an item or a 
combination of items within the entire 

dataset. The frequency is established by 
utilizing a formula to compute the ratio 

of occurrences within the transactions 
[17]. 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝐴)=  (1)                                   
 

Then to determine the support 

value of 2 items can be determined using 
the formula:  

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝐴,𝐵)=   (2)                                  

 
Confidence is a metric that de-

scribes how often two items appear to-
gether in a transaction. Confidence is ex-
pressed as item A has appeared in a 

transaction. To calculate confidence, the 
following formula is used:  

 

𝑃(𝐵|𝐴)=    (3) 
 

FP-Growth Algorithm 

FP-Growth is employed to ascer-

tain the likelihood of a rule manifesting 
across all transactions, predicated on the 
support value. FP-Growth consists of 

three stages: The initial phase, termed 
Conditional Pattern Base Generation, en-

compasses a subdatabase referred to as 
the Conditional Pattern Base. This Con-
ditional Pattern Base comprises the origi-

nal path and the resultant pattern derived 
from the FP-tree.  

The second stage involves calcu-
lating the support parameters derived 
from the conditional pattern, after which 

items above the minimal support thresh-
old will be incorporated into the FP-Tree. 

The Third Stage, known as the Frequent 
Itemset Search, can identify itemset rules 
when the Conditional FP-tree consists of 

a single path by amalgamating items for 
each Conditional FP-tree. Nonetheless, if 

not, the FP-Growth generation occurs 
recursively. [18]. 

  

Apriori Algorithm 

The apriori algorithm is a method 

used to identify the highest frequency of 
a list of things. This algorithm comprises 
two phases. The first stage entails  as-

sessing the highest frequency pattern by 
looking for a combination of each item 

that meet the support value of an item. 
 

Tabel 1. Top 10 item with the highest 

total 

No Item Name Total 

1 Whole Milk 2513 

2 Other Vegetables 1903 

3 Rolls/Buns 1809 

4 Soda 1715 

5 Yogurt 1372 

6 Bottled Water 1087 

7 Root Vegetables 1072 

8 Tropical Fruit 1032 

9 Shopping Bags 969 

10 Sausage 924 
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Tabel 3.Nilai Confidence (FP-Growth) 

No 
Antecedent (Fro-

zenset) 

Consequent (Fro-

zenset) 
Support Confidence Lift 

1 Other Vegetables Whole Milk 0.0748347737 0.38675775091 1.513634094 

2 Whole Milk Other Vegetables 0.0748347737 0.29287703939 1.513634094 

3 Rolls/Buns Whole Milk 0.0566344687 0.30790491984 1.205031789 

4 Whole Milk Rolls/Buns 0.0566344687 0.22164743334 1.205031789 

5 Whole Milk Yogurt 0.0560244026 0.21925984878 1.571735140 

6 Yogurt Whole Milk 0.0560244026 0.40160349854 1.571735140 

7 Root Vegetables Other Vegetables 0.0473817996 0.43470149253 2.246604928 

8 Other Vegetables Root Vegetables 0.0473817996 0.24487651077 2.246604928 

9 Root Vegetables Whole Milk 0.0489069649 0.44869402985 1.756030952 

10 Whole Milk Root Vegetables 0.0489069649 0.19140469558 1.756030952 

  
 

This phase may employ the sub-
sequent formula [19]: 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝐴,B)=   
(4) 

                   
After finding the highest frequen-

cy pattern, the next step is to find the as-
sociation rule that meets the minimum 
requirements by calculating the existing 

association level. To calculate the Confi-
dence value, the following formula is 

used: 
 

Confidence 𝑃(𝐵|𝐴)=  

(5) 
 

 

RESULT & DISCUSSION 

 

The analyzed dataset employs a 

rules parameter with a minimum support 
threshold of 0.45. The associations are 

presented in order, showcasing the top 10 
associations based on their Confidence 
values. The confidence values obtained 

from the apriori algorithm and the FP-
Growth algorithm are displayed in Tables 

2 and 3. 
Table 2 indicates that the associa-

tion with the highest support value is 

Whole milk -> Other vegetables, with a 
support value of 0.0748347737. The sup-

port value between whole milk and other 
vegetables is similar, yet the confidence 
value of each association varies despite 

having the same lift value. 

Tabel 2. Nilai Confidence (Apriori) 

No 
Antecedent (Fro-

zenset) 

Consequent (Fro-

zenset) 
Support Confidence Lift 

1 Whole Milk Other Vegetables 0.0748347737 0.29287703939 1.5136340948 

2 Other Vegetables Whole Milk 0.0748347737 0.38675775091 1.5136340948 

3 Yogurt Whole Milk 0.0560244026 0.40160349854 1.5717351405 

4 Whole Milk Yogurt 0.0560244026 0.21925984878 1.5717351405 

5 Root Vegetables Whole Milk 0.0489069649 0.44869402985 1.7560309524 

6 Whole Milk Root Vegetables 0.0489069649 0.19140469558 1.7560309524 

7 Rolls/Buns Whole Milk 0.0566344687 0.30790491984 1.2050317893 

8 Whole Milk Rolls/Buns 0.0566344687 0.22164743334 1.2050317893 

9 Other Vegetables Root Vegetables 0.0473817996 0.24487651077 2.2466049285 

10 Root Vegetables Other Vegetables 0.0473817996 0.43470149253 2.2466049285 
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Referring to table 3, it can be seen 

that the association with the highest sup-
port value is the other vegetables -> 
Whole milk association with a support 

value of 0.0748347737. The support val-
ue between whole milk and other vegeta-

bles is similar; however, the confidence 
value of each association varies despite 
having the same lift value. The analysis 

of the two algorithms reveals differences 
in the order of associations produced; 

however, both conclude the same associ-
ation: other vegetables -> Whole milk, 
with a support value of 0.0748347737. 

The distinction in the order of association 
arises from the inherent characteristics of 

each algorithm. Apriori emphasizes ex-
ploring possibilities based on prior trans-
actions, whereas FP-Growth directly 

seeks frequent itemsets, utilizing the FP-
Tree structure. FP-Growth demonstrates 

greater efficiency than Apriori when 
evaluated based on speed. Thus, in the 
case of compiling sales goods, it can re-

fer to the results of apriori because it is 
based on the transaction history of buyers 

who have more insight in seeing buyer 
purchasing patterns based on data. Thus, 
the analysis of the Grocery sales market 

basket is more flexible using apriori.  
 

 

CONCLUSION 

 

 The analysis of the Grocery dataset 
employed two algorithms, Apriori and 

FP-Growth, with a minimum support 
threshold of 0.45. The results are orga-
nized according to the top 10 associations 

exhibiting the highest confidence values. 
The association with the highest support 

value found is "Whole Milk -> Other 
Vegetables" with a support value of 
0.0748347737. The analysis indicates 

that both algorithms yield the same asso-
ciation "Other Vegetables -> Whole 

Milk" with a Support value of 

0.0748347737. FP-Growth demonstrates 
superior efficiency compared to Apriori 
regarding processing speed.  

The algorithms yield comparable as-
sociation results; however, the sequence 

varies owing to their distinct characteris-
tics. Apriori identifies potential associa-
tions derived from prior transactions, 

whereas FP-Growth conducts a direct 
search for frequent item-sets utilizing FP-

Tree. The association ranking results 
provide valuable insights for grocery 
owners regarding optimal product com-

binations, potentially enhancing sales 
through data-driven marketing techniques 

derived from previously sold items. This 
permits the inclusion of multiple items or 
the formation of a package. The place-

ment position of the item may indicate 
the outcomes of the conducted analysis. 
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