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Abstract: The habit of smoking is dangerous because of the addictive substances that make cig-
arettes addictive. Its addictive nature poses a significant risk, affecting personality with stress, 
depression and nervous disorders. Body factors that indicate smoking include blood sugar lev-
els, dental caries, and hemoglobin. To address this, research has been conducted with focused 
efforts to understand and address the risks associated with smoking and its impact on overall 
health. This research aims to choose the best method for predicting smokers by using feature 
selection techniques. The feature selection algorithms uses for that are Analysis of Variance 
(ANOVA), Recursive Feature Elimination (RFE), and Genetic Algorithm (GA) to select opti-
mal attributes and uses the k-fold cross validation technique as the validation of the Artificial 
Neural Network algorithm. The data includes various parameters such as age, height, weight, 
vision, blood pressure, cholesterol, triglycerides, hemoglobin, AST, ALT, GTP, gender, dental 
caries and tartar. Hearing ability, urine protein content, and tartar were selected. The results 
showed that using the Analysis of Variance method showed higher accuracy (77.101%) com-
pared to the Genetic Algorithm method (74.64%) and the Recursive Feature Elimination method 
(76.08%). Selection of relevant attributes increases the predictions and insights of the Artificial 
Neural Network model about the effects of smoking on health. 
  
Keywords: artificial neural network; analysis of variance; genetic algorithm; recursive feature 
elimination; smoker prediction 

 
 

Abstrak: Kebiasaan merokok berbahaya karena adanya zat adiktif yang membuat rokok 
menjadi ketagihan. Sifatnya yang membuat ketagihan menimbulkan risiko yang signifikan, 
mempengaruhi kepribadian dengan stres, depresi, dan gangguan saraf. Faktor tubuh yang 
mengindikasikan kebiasaan merokok antara lain kadar gula darah, karies gigi, dan hemoglobin. 
Untuk mengatasi hal ini, penelitian telah dilakukan dengan upaya terfokus untuk memahami dan 
mengatasi risiko yang terkait dengan merokok dan dampaknya terhadap kesehatan secara 
keseluruhan. Penelitian ini bertujuan untuk memilih metode terbaik dalam memprediksi 
perokok dengan menggunakan teknik seleksi fitur. Metode seleksi fitur yang digunakan adalah 
Analysis of Variance (ANOVA), Recursive Feature Elimination (RFE), dan Genetic Algorithm 
(GA) untuk memilih atribut yang optimal dan menggunakan teknik k-fold cross validation 
sebagai validasi algoritma Artificial Neural Network. Data tersebut mencakup berbagai 
parameter seperti umur, tinggi badan, berat badan, penglihatan, tekanan darah, kolesterol, 
trigliserida, hemoglobin, AST, ALT, GTP, jenis kelamin, karies gigi dan karang gigi. 
Kemampuan pendengaran, kandungan protein urin, dan karang gigi dipilih. Hasil penelitian 
menunjukkan bahwa penggunaan metode Analysis of Variance menunjukkan akurasi yang lebih 
tinggi (77,101%) dibandingkan dengan metode Genetic Algorithm (74,64%) dan metode 
Recursive Feature Elimination (76,08%). Pemilihan atribut yang relevan meningkatkan prediksi 
dan wawasan model Jaringan Syaraf Tiruan tentang dampak merokok terhadap kesehatan.  
 
Kata kunci: artificial neural network; analysis of variance; genetic algorithm; prediksi perokok; 
recursive feature elimination 
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INTRODUCTION 

 

Smoking is the activity of smok-
ing tobacco rolls wrapped in palm leaves 

or paper that are burned and then the 
smoke is taken into the body and exhaled 

again. In daily life we can find people 
smoking in public places and even in our 
own homes around the neighborhood [1]. 

Cigarettes contain many harmful sub-
stances, including nicotine, which gives 

smokers an addictive effect. Smokers 
will generally experience weight loss 
than nonsmokers, even though their ca-

loric intake is the same or more than non-
smokers. This can occur because when 

burning cigarettes, nicotine will enter the 
blood circulation by 25% and enter the 
human brain in approximately 15 seconds 

which then nicotine will be accepted by 
acetylcholine-nicotinic receptors to spur 

the dopaminergic system so that it will 
affect appetite suppression which causes 
changes in nutritional status [2]. WHO 

states that more than 6 million people die 
from active smoking. Data from Indone-

sia also shows a high prevalence of 
smoking among adolescents and young 
adults, which includes university students 

[3].  
The World Health Organization 

(WHO) also records that around 225,700 
people in Indonesia die every year due to 
smoking or diseases related to substances 

contained in cigarettes [4]. According to 
the World Health Organization (WHO) in 

2008, around 5.4 million people lose 
their lives every year due to causes relat-
ed to smoking. More recent data from the 

WHO in 2018 revealed an even higher 
toll, with tobacco responsible for more 

than 7 million deaths annually. Of these 
deaths, more than 6 million can be at-
tributed to direct tobacco use, while 

about 890,000 are caused by exposure to 
secondhand smoke (secondhand smoke). 

It is noteworthy that the majority of 

smokers, around 80%, live in low- and 
middle-income countries, with a total of 
around 1.1 billion people worldwide. The 

2018 Basic Health Research Data 
(RISKESDAS) shows that the prevalence 

of smoking among 10-18 year olds is 
9.1%, and this figure has continued to 
increase since 2013. In addition, the per-

centage of tobacco consumption (both 
smoking and chewing) among Indonesi-

ans who are aged 15 years and over is 
62.9% for boys and 4.8% for girls. Given 
this concerning data, the development of 

websites to identify smokers and non-
smokers can play an important role in 

raising awareness about smoking and po-
tentially helping individuals make in-
formed decisions about their health [1]. 

Therefore, this study aims to develop a 
website that can effectively determine 

whether someone is a smoker or a non-
smoker. 

This study uses machine learning 

to identify a smoker. Machine learning is 
the scientific study of the algorithms and 

statistical models that computer systems 
use to perform specific tasks without be-
ing explicitly programmed. Machine 

learning algorithms are used in applica-
tions such as data mining, image pro-

cessing, predictive analytics and more. 
The goal of machine learning is to allow 
computers to learn from data and make 

predictions or decisions based on that 
learning and the selection of algorithms 

depends on the specific problem and 
characteristics of the data [5][6][7]. 
Based on the available data, decisions 

can be made on what to do through data 
processing using an algorithm. The re-

sults of the accuracy of the predictions 
depend on the amount of data, variables, 
and the value of each specified attribute 

[8]. In this study, the machine learning 
algorithm used is an artificial neural net-
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work algorithm and using several feature 

selections such as analysis of variance 
(ANOVA) which includes the filter 
method, recursive feature elimination 

(RFE) which includes the wrapper meth-
od, and genetic algorithm (GA) which 

includes the embedded method in pre-
dicting smokers. 

In a previous study entitled 

“Comparing different feature selection 
algorithms for cardiovascular disease 

prediction", an experiment was conduct-
ed to develop an effective feature selec-
tion method for predicting cardiovascular 

disease using data mining techniques. In 
this study, experiments were conducted 

using filter, wrapper, and embedded 
methods. Wrapper method-based feature 
selection provides the best accuracy 

(0.7320) with the artificial neural net-
work algorithm [9]. In another study, en-

titled "Developing a model to predict the 
start of combustion in HCCI engine using 
ANN-GA approach", which conducted 

research to develop a predictive model 
for the start of combustion on the HCCI 

machine. By using genetic algorithm 
(GA) on the artificial neural network al-
gorithm, it can increase the accuracy 

from 0.89 to 0.96 [10]. In another study, 
entitled "Machine learning techniques 

with ANOVA for the prediction of breast 
cancer", which conducted a study to pre-
dict breast cancer prediction. The results 

showed that artificial neural network 
achieved the highest accuracy using 

ANOVA, which was 87.4% [11] (Thakur 
et al., 2022). 

This research create a classifica-

tion system that can help someone identi-
fy smokers or not by using a machine 

learning approach. We expected to find 
out the best method of the Artificial Neu-
ral Network algorithm with feature selec-

tion in case studied of predicting smok-
ers. 

 

METHOD 

 

Image 1. is a diagram of the pro-

posed system in this study. 

  
Image 1. Research Stages 

Data Collection 

The dataset used in this study is 
the Smoking Dataset from Basic Health 

Biological Signals obtained from Kaggle. 
The data will be used to predict cigarettes 

with a total of 55,692 rows and 26 attrib-
utes. The attributes namely gender, age, 
height, weight, waist, eyesight (left), eye-

sight (right), hearing (left), hearing 
(right), systolic, relaxation, fasting blood 

sugar, cholesterol, triglyceride, HDL, 
LDL, hemoglobin, urine protein, serum 
creatinine, AST, ALT, Gtp, oral, dental 

caries, dand  tartar. The dataset obtained 
will be preprocessed data which aims to 

ensure that the data to be used is simple 
and complete, so that errors such as miss-
ing values, inconsistent data, and data 
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noise do not occur when implemented in 

the machine learning analysis process. 
Therefore, the data preprocessing step 
was applied to remove outliers and fill in 

the missing values for more reliable data 
analysis [12]. 

 
Analysis of Variance 

This filter-based approach to fea-

ture selection does not consider the pos-
sibility of features influencing each other. 

So, although some features may have 
high scores independently, if they are 
highly correlated with each other, we 

should consider discarding one of them 
so as not to interfere with the statistical 

analysis results [13]. One of this 
approach is ANOVA. 

ANOVA (Analysis of Variance) 

is a statistical analysis technique that 
aims to compare the means of several 

groups or treatments. This method in-
volves comparison of variances and is an 
extension of the t-test. The use of ANO-

VA is intended to identify whether there 
is a significant difference between the 

means of different groups or treatments. 
ANOVA is a subset of comparative anal-
ysis that involves more than two means. 

A one-way ANOVA is used to compare 
more than two means, while a t-test is 

used to compare two means. 
 

Recursive Feature Elimination 

This method uses a wrapper algo-
rithm which involves a model training 

process to evaluate each feature subset. 
The features that provide the best model 
performance will be selected. 

The RFE (Recursive Feature 
Elimination) technique is a feature selec-

tion method that uses cross-validation to 
repeatedly select a subset of features 
based on their rating. The main goal of 

RFE is to reduce dependencies and col-
linearity between features in the data. 

The process of removing features is done 

iteratively by building the model, first 
with all the features, then removing the 
one with the lowest ranking feature, and 

building the model again with the re-
maining features. This can help improve 

the efficiency and performance of 
classification models and minimize 
problems caused by feature dependability 

and collinearity [14].  
 

Genetic Algorithm 

Genetic Algorithm (GA) is an 
adaptive heuristic search algorithm that is 

commonly used to find optimal approxi-
mate solutions to optimization problems 

with large search spaces, and can be ap-
plied effectively to feature selection in 
optimization problems [15]. The process 

of GA can be divided into seven stages: 
1. Solution Encoding: Each potential so-

lution is encoded into a chromosome, 
where each chromosome represents a 
combination of features. 

2. Initialization: The population size is 
set, and an initial population of chro-

mosomes is randomly generated. 
3. Fitness Evaluation: The fitness of each 

chromosome is evaluated based on a 

fitness function that measures the 
quality of the solution. 

4. Termination Condition Checking: The 
algorithm checks if a termination con-
dition is met, such as reaching a max-

imum number of iterations or finding 
an optimal solution. 

5. Selection: Chromosomes with high 
fitness values are selected to create a 
new population for the next genera-

tion. 
6. Crossover: The selected chromosomes 

undergo crossover, where genetic in-
formation is exchanged between pairs 
of chromosomes to create new off-

spring. 
7. Mutation: Random changes are intro-
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du ced to the offspring chromosomes 

to maintain genetic diversity in the 
population. 

 

SMOTE 

Synthetic Minority Over-sampl 

ing Technique (SMOTE) is a technique 
that creates more minority class instances 
near the existing ones. With the SMOTE, 

for each minority class it will increase by 
generating a new synthetic sample. The 

following are the process steps for carry-
ing out the Synthetic Minority Over-
sampling Technique (SMOTE) as fol-

lows [16]. 
1. Identify the k-nearest neighbors in the 

minority class from the sample. 
2. Then calculate the difference between 

the sample and k-neighbors. The dif-

ference is multiplied by a random val-
ue between 0 and 1 to generate a new 

value. 
3. After that, create a synthetic sample 

using this new value and add it to the 

training data. 
 

Artificial Neural Network 

Artificial neural networks (ANNs) 
are mathematical tools, mimicking hum 

an biological neural networks, learning 
from experience and generalizing previ-

ous behavior as characteristics. An Arti-
ficial Neural Network (ANN) architec-
ture consists of an input layer, one or 

more hidden layers and an output layer. 
ANNs are data-driven, adaptive methods 

that learn from examples while picking 
up subtle, hidden functional relationships 
that are unknown or difficult to explain. 

The following are the process 
stages of the artificial neural network al-

gorithm [17]. 
1. Initialize parameter and hyperparame-

ter values, by initializing weights and 

bias parameters, hyperparameter 
threshold, learning rate, number of 

hidden layers, beta1, beta2, number of 

epochs and epsilons in the initial mod-
eling. 

2. Performs feedforward propagation, 

which moves forward to the output 
screen. This stage will receive input 

from the input layer and forwarded to 
the hidden layer. Furthermore, in the 
hidden layer, the input signal will be 

multiplied by the weight and added by 
the bias value. Then the results will be 

activated through the activation func-
tion whose results will be sent to the 
next layer until it reaches the output 

layer and produces a predictor value. 
3. Carry out the backpropagation pro-

cess, which moves from the output 
layer to the input layer. This stage cal-
culates the partial derivative of the 

weight and bias of the layer. The par-
tial derivatives obtained will be used 

during the parameter updating process 
to minimize the error value. 

4. Calculation of the error value, from 

the results of the predictions made, the 
error value will be calculated through 

the loss equation. 
5. Changing the weights and biases is 

done by changing the weights and bi-

ases according to the gradient of the 
error function in indicating the optimal 

direction of change in reducing the er-
ror value. 
 

Evaluation Model 

We evaluate our model with con-

fusion matrix. The confusion matrix is 
usually represented in tabular form show-
ing the frequency of true positives (ob-

servations that are correctly classified as 
class positive), false positives (obser va-

tions that are incorrectly classified as 
class positive), true negatives (observa-
tions that are correctly classified as class 

negative), and false negatives (observa-
tions that are incorrectly classified as 
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class negative). This frequency is used to 

calculate performance indicators such as 
precision, sensitivity, specificity and ac-
curacy.  The following formula is the ac-

curacy formula using the confusion ma-
trix. 

  
TP = True Positive;   TN = True Negative 
FP = False Positive;    FN = False Negative 
 

 

RESULT AND DISCUSSION 

 

SMOTE Result 

The SMOTE method which bal-
ances the data based on the majority class 

of the dataset. This stage is carried out 
because there is unbalanced data on the 
dataset where non-smoker data is more 

than smoker data. The results of the 
SMOTE method can be seen in Table 1. 

 
Table 1. Result of Balancing Data 

 
Smoker Data 

Non-Smoking Smoking 

Original 34732 19938 

SMOTE 34732 34732 

 

Based on the results shown in Ta-
ble 1, the SMOTE method will balance 
the data in the majority class by increas-

ing the number of samples by creating 
synthesis samples in the minority class, 

so that the minority and majority classes 
become more balanced. It can be seen 
that the amount of data from the dataset 

before data imbalance is obtained that the 
data in the minority class is 19,938 and in 

the majority class is 34,732. After the 
data imbalance is carried out, it is found 
that the amount of data in the minority 

data is the same as the majority data of 
34,732. 

 
Evaluation Model Result 

In this research, three feature se-

lection methods are compared, namely 
ANOVA, GA, and RFE on the Artificial 
Neural Network algorithm. In the ANO-

VA method, it is selected based on the k-
best of the F-value. After the experiment, 

it is found that 10 features produce more 
optimal performance. The GA method 
produces the most optimal performance 

on 11 features and RFE produces the 
most optimal performance on 10 features.  

The results of the three feature se-
lections can be seen in Table 2. 
 

Table 2. Result of Accuracy Model ANN 

Classific
ation 

Feature Selection 
ANOVA GA RFE 

Artificial 

Neural 
Network 

77,10% 74,64% 76,08% 

 

Based on the results of Table 2, it 
can be seen that the ANOVA method 
produces higher accuracy compared to 

the two feature selection methods com-
pared. The accuracy value obtained using 

ANOVA was 77.10% while using the 
GA method resulted accuracy was 
74.64% and in RFE was 76.08%. 

 
 

CONCLUSION 

 

Based on the results obtained in 

this research, it was found that feature 
selection using the ANOVA method pro-

duced better results than two other 
algorithms in selection features for pre-
dicting smoking habits. The original 

dataset have been balancing process with 
SMOTE and selecting with ANOVA that 

results 69.464 datasets with 10 features. 
Then the classification with ANN algo-
rithm result model with ANOVA feature 

selection that produces an accuracy of 
77.101%. 

(1) 
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