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Abstract: Technology is growing rapidly and has become one of the human needs that must be 
owned to solve the problems being faced. The development of touchless input devices or hand 

gesture recognition using a camera is a form of machine learning. Gestures can define as physi-

cal movements of the hands, arms, or body as expressive messages, besides that this hand ges-
ture system can explain the contents of commands that have meaning. In this research, a virtual 

mouse system will be developed using hand gesture recognition based on the hand landmark 

model for pointing devices. The resulting application can be run on a desktop device using a 

webcam. The results of the tests carried out to analyze the implementation of the hand landmark 
model into the system show that the average system accuracy reaches 96% and the speed reach-

es 0.05 seconds. 
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Abstract: Teknologi semakin pesat dan sudah menjadi salah satu kebutuhan manusia yang ha-

rus dimiliki untuk menyelesaikan permasalahan yang sedang dihadapi. Perkembangan piranti 

masukan tanpa sentuhan atau hand gesture recognition menggunakan kamera adalah salah satu 

bentuk dari machine learning. Gestur mampu mendefinisikan sebagai gerakan fisik dari tangan, 
lengan, maupun badan sebagai pesan yang ekspresif, selain itu sistem gestur tangan ini mampu 

menjelaskan isi perintah yang memiliki arti. Dalam penelitian ini akan dikembangkan sebuah 

sistem virtual mouse menggunakan hand gesture recognition berbasis hand landmark model 
untuk pointing device. Aplikasi yang dihasilkan dapat dijalankan pada perangkat desktop 

dengan menggunakan webcam. Hasil dari pengujian yang dilakukan untuk menganalisa penera-

pan hand landmark model kedalam sistem menunjukkan rata-rata akurasi sistem mencapai 96% 

dan kecepatan mencapai 0.05 second. 
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INTRODUCTION 

 

The rapid development of tech-

nology is of course also accompanied by 

changes in behavior in people who prefer 

to carry out activities quickly and practi-

cally. Technological progress is an una-

voidable phenomenon. Every technologi-

cal idea is presented to have a positive 

impact on life. Until now humans have 

enjoyed many positive benefits from the 

presence of technology[1]. So that tech-

nology is the discovery of objects or tools 

that are realized from the implementation 

of science and skills possessed by hu-

mans. Currently, computers are still often 

used in interaction with humans, for ex-

ample pressing buttons on the keyboard 

or touching with a mouse. So that the in-

put will produce the information as de-

sired. The main purpose of human-

computer interaction is to make it easier 

for users to operate computers. The 

working principle of a computer or tech-

nology is that there is input, process, and 

produces output. 

Computer operation requires an 

input device. This tool has the function of 

entering and recording data in a computer 

system and giving orders. Common de-

vices used for personal computers (PCs) 

are keyboards or mice[2]. But the mouse 

tends to often experience tracking, name-

ly jumping, sometimes the mouse cannot 

be detected by the PC, so the mouse is 

not efficient, from this discussion the us-

er needs an interface with a computer that 

is easier to use and efficient[3]. 

One solution is to use the camera 

as an input device in real time[2]. So if 

the interaction can be done efficiently 

then the input process will be effective. 

Device selection needs to pay attention to 

psychological factors, convenience, and 

daily habits with natural interactions 

when using technology[4]. 

The development of touchless in-

put devices or hand gesture recognition 

uses a camera as a hand gesture detector 

to recognize hand movements so that the 

visual interpretation of hand gestures can 

provide a convenient effect[5]. Gestures 

can define as physical movements of the 

hands, arms, or body as expressive mes-

sages, besides that this hand gesture sys-

tem can explain the contents of com-

mands that have meaning[6]. 

Research[7] entitled "Vision-

Based Hand Gesture Recognition" ex-

plains that the use of hand gesture recog-

nition can use the Data-Glove or comput-

er vision method. The difference lies in 

the Data-Glove method, which requires a 

sensor device to digitize hand movements 

into multiparametric data, so it is quite 

expensive and encounters many prob-

lems.[8]. The solution to overcome this 

problem is that a camera is needed for 

Computer Vision so that it can create 

natural interactions between humans and 

computers without additional devices[9]. 

The development of algorithms 

and computers to simulate human visual-

ization so that it can automatically extract 

information from the price of an object is 

called computer vision [10]. Computer 

vision is currently developing rapidly 

along with the increasing human need for 

technology. Today, the speed of data 

processing has increased significantly, so 

that it can assist humans in complex 

tasks. But for input technology, it causes 

new problems in performing some tasks, 

for example, lag, less utilization of avail-

able resources, and limits application us-

age expression. That way hand gesture 

recognition is a way to overcome it. The 

use of Hand Gesture Recognition uses 

the Hand Landmark Model. Hand Land-

mark Model serves to allocate 21 points 

on the hand[10]. The advantage of having 

a Hand Landmark is that it is easier to 
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implement so that it has a binary output, 

and can distinguish between the right and 

left hands. 

In this study, several previous 

studies were using various methods and 

different applications, one of which was 

entitled "Hand Gesture Recognition as a 

Substitute for a Computer Mouse Using a 

Camera". The method used is the convex 

hull algorithm, which is a method by 

making the number of fingers that will 

later become a reference for working on 

mouse actions. The application of this 

method still has drawbacks, namely, the 

convex hull algorithm method still has 

problems distinguishing the same object 

with skin color and also an irregular 

background [11]. 

Furthermore, in research [12] title 

"Real-time Vernacular Sign Language 

Recognition using MediaPipe and Ma-

chine Learning" using the Hand Land-

mark Model and Palm Detector. The 

Palm Detector detects hands accurately 

which will then be forwarded to the Hand 

Landmark Detector. By getting the re-

sults of an accuracy percentage of 99%. 

This study concludes that real-time accu-

rate detection using the Hand Landmark 

Model and Palm Detector without sen-

sors can be applied in using this technol-

ogy more effectively and efficiently. An-

other advantage can reduce the data aug-

mentation process, namely rotation, flip-

ping, and scaling. 

Subsequent research by [13] enti-

tled "Convex Hull Method and Convexity 

Defects for Recognition of Hand Signs". 

The method used with convex hull and 

convexity defects. The convex hull 

method detects Hull points as fingertips 

and convexity defects look for finger de-

scriptions. In its application, it still has 

limitations that only use the left hand and 

irregular backgrounds or backgrounds 

that have skin color are still difficult to 

detect. This is also due to the excessive 

lighting process so that the detection be-

comes unstable. 

In the application of a support 

vector machine to research (Neneng et 

al., 2016) with the title "Support vector 

machine for image classification of types 

of meat based on texture using feature 

extraction Gray Level C0 Occurance Ma-

trices (GLCM)" using the GLCM method 

shows evidence that texture is a de-

scriptor strongest for detecting an image. 

The best distance results for image 

recognition with a distance of 20 cm with 

the best recognition rate of 87.5%. 

Based on [14] entitled "Real-Time 

Hand Gesture Recognition Using Differ-

ent Algorithms Based on American Sign 

Language" the method used is the com-

bined method, namely K Convex Hul 

with this combined method, the recogni-

tion accuracy rate is very high, and sharp, 

namely 94.23%. However, this method 

has the disadvantage that it can only be 

detected by using a black background so 

that it can minimize errors when recog-

nizing gestures. 

Then in research [15] the title 

"Hand Gesture Recognition System For 

Multimedia Applications" used the Ki-

nect method. The Kinect method is a 

method of human and computer interac-

tion so that it can run naturally. With the 

research results, namely through control-

ling multiple applications such as pdf 

readers, using a web camera. However, 

this research has limitations, namely, the 

camera can only read pdf so humans can-

not interact directly with the touchscreen. 

After that in research [16] with 

the title "Hand Gesture Recognition and 

Voice Conversion for Hearing and 

Speech Aided Community" using the 

Support Vector Machine method, K 

neighbors Classifier, Logistic Regression, 

MLP Classifier, Naïve Bayes, Random 
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Forest Algorithm classifier. Using this 

method can design a system to help peo-

ple who train the deaf to communicate 

with the rest of the world using sign lan-

guage or hand gesture recognition tech-

niques. 

Furthermore, in research [17] en-

titled "Application of the Support Vector 

Machine Method in Diagnosing Hepati-

tis" applying the Support Vector Machine 

method. The results of the method analy-

sis ability are known by testing using da-

ta testing through both kernels with train-

ing data of 100 positive data and 100 

negative data. The test results using the 

linear kernel function get a percentage of 

68-83% and the RBF kernel function is 

70-96%. 

After that, the last previous re-

search was "SSd: Single Shot Multibox 

detector" with the authors [18] using the 

SSD method, PASCAL Dataset, VOC, 

COCO, and ILSVRC. With the simple 

SSD method and requiring further ob-

jects, there are stages of resampling pix-

els and summarizing features in one net-

work so that this method can reduce the 

occurrence of detection errors. Compared 

to other single-stage methods, SSD has 

much better accuracy even with smaller 

input image sizes. 

From several previous research 

references, it can be concluded that this 

research uses SSD because it is easier to 

implement and uses the Hand Landmark 

Model and Palm Detector so that system 

processes are resolved and used more 

quickly, besides that it does not require 

training so it is more efficient. 

 

 

METHOD 

 

Preparing tools and materials such as PCs 

and Python software, the next step is re-

garding the implementation of the Hand 

Gesture Recognition system flow. 

In short, the way this software works is 

by using the camera media from a lap-

top/pc, the camera functions as an identi-

fication of the palm which will later be 

extracted using the SSD method into nu-

meric numbers. Once a hand is detected, 

it proceeds to localization landmarks to 

precisely localize the 21 3D knuckle co-

ordinates (i.e., x, y, z axes) within the 

detected hand region. Then it is contin-

ued in the Normalizing and Training & 

Validation process which functions as a 

process of normalizing the x and y coor-

dinates to suit the system. data files are 

then prepared to be broken down into 

training and validation sets. 80% of the 

data is reserved for training the model 

with various optimization and loss func-

tions, while 20% of the data is reserved 

for validating the model. Then proceed to 

the trigger that was created. 

The first step is to install Python. 

Python is used because it has the ad-

vantage of being easy to apply to tech-

nology development according to [19]. 

The second is to install the pack-

age. At this stage, install the packages 

needed for the needs of the Hand Gesture 

Recognition system in the form of 

OpenCV, Mediapipe, and AutoPY. 

OpenCV is used with a special purpose 

for image processing [20]. While the 

MediaPipe has a function to be able to 

recognize hand gesture objects [21]. Me-

diaPipe has a large collection of who was 

trained human body detection and track-

ing models on the very large and most 

diverse Google data set. AutoPY is a 

simple cross-platform GUI automation 

library in python, that functions to be 

able to control the keyboard and mouse, 

find color and bitmap layers, and will 

display alerts. Doing Application Coding 

At the final stage of the manufacturing 

process, coding is carried out into the 
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IDLE text editor tool that has been pro-

vided by Python using version 3.8 be-

cause the library is compatible with sup-

port, in contrast to using version 3.9 there 

are constraints on the Tensorflow library 

which cannot support 

In the final stage, testing is carried 

out after the development of hand gesture 

recognition technology has been com-

pleted and can be run, which will deter-

mine the results of this research. Fur-

thermore, in conducting testing based 

on[21]do the test using the distance pa-

rameter. This distance parameter is car-

ried out to see whether the distance can 

affect program or system performance. 

After testing the distance, it will then be 

calculated using the confusion matrix 

calculation [12]. The confusion matrix 

test aims to see the results of the accura-

cy of the hand gesture recognition sys-

tem. Tests on distances starting from 1 

meter to 2.5 meters. 

 

 

RESULTS AND DISCUSSION 

 

Hand Gesture Recognition (HGR) 

technology was developed based on the 

results of a needs analysis in the form of 

a system architectural design, as shown 

in Image 1. 

 

 
Image.1 System Architecture Design 

In the system architecture design, 

there are 3 main parts, namely initial 

conditions, data processing, and output. 

The initial part is to detect the image. Af-

ter the image can be detected it is for-

warded to the process section, namely 

first-hand detection to detect hands, when 

the hand can be detected it will only crop 

the hand. If the crop process has been 

carried out, the process will continue at 

the stage of giving landmark points on 

the hands. Meanwhile, the function of 

gesture recognition is to make the func-

tions of each finger execute mouse com-

mands that have been adapted to the pro-

gram created. After going through sever-

al processes, the final step is to be able to 

output, namely by being able to use HGR 

technology which is used to replace the 

mouse as a pointing device. 

In testing, it will produce a test 

consisting of 7, namely s (test scenario), 

ss (test sub scenario), r1 (average of 3 

tests for each test sub scenario), r2 (aver-

age of r1), success ( if 1 means the detec-

tion is correct, and 0 means false), and j 

(the number of detections is correct). All 

numbers contained in the column are the 

time needed by the system to detect. It 

was found that all tests were successful 

by achieving an accuracy rate of 95% 

with a total of 216 tests with an average 

working speed of 0.056 seconds. 

Based on each aspect of the test, 

both from the distance test and the light 

test, above-average results have been ob-

tained as follows. In the distance test 

with 144 tests, the average speed of the 

system in detecting hands was 0.05 Se-

conds, then from the recall results it got 

96.5%, Precision got 100%, and Accura-

cy got 96.5%. Furthermore, in the light 

test with a total of 216 tests, the average 

speed of the system in detecting hands 

was 0.06 seconds, this was much differ-

ent from the results of research based 

on[22]which produces a difference of 0.5 

seconds by 10x faster, then from the re-

call results get 95.8%, Precision gets 
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100%, and Accuracy gets 95.8% results. 

So it can be said that the system created 

meets the real-time criteria which runs 

10x faster and are running well. 

 

 

CONCLUSION 

 

 The design of hand gesture 

recognition technology can be identified. 

First, in making hand gesture recognition 

technology using hand detection to be 

able to detect hands, hand landmarks to 

provide points to the palms that have 

been detected so that they can be used to 

run the process of pointing devices to re-

place the mouse, the use of the palm can 

be explained in detail, namely the little 

finger to click right, index finger left 

click, middle finger and ring finger to 

double click and all fingers to move the 

cursor or mouse pointing device. Second, 

by implementing the Hand Landmark 

Model on Virtual Mouse as a Ponting 

Device, it has a high level of accuracy, 

which is above 90%, and has a low fail-

ure rate, which is below 10%. Third, The 

application of the hand landmark model 

for the virtual mouse can be said well 

with evidence. In the distance test with a 

number of tests of 144, the average sys-

tem speed results in detecting hands are 

0.05 Seconds, then the recall results get 

96.5%, and precision gets 100%. , and 

Accuracy results were obtained at 

96.5 %. Furthermore, in the light test 

with the number of tests of 216, the aver-

age speed of the system in detecting 

hands was 0.06 Second, then from the 

recall results obtained 95.8%, Precision 

obtained 100%, and Accuracy obtained 

results of 95.8%.  So that it can be said 

that the system indicates the load can run 

well by the Hand Gesture Recognition 

system, the placement of the Pointing 

Device is also appropriate because the 

success and readiness of the system can 

run well. 
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