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Abstract: A research institute explains that with 83.7 million people using the Internet, Indone-

sia is among the top 20 internet users globally. Various individual or group activities require an 
internet network, one of which is playing games, for developments in the gaming sector, espe-

cially the MOBA (Massive Online Battle Arena) genre game, is being hotly discussed. There 

are various kinds of MOBA genre games, one of which is the Mobile Legends game. Many E-
Sport Mobile Legends teams, especially in Asia, make this phenomenon a business space to 

generate large profits. In this study, the researcher recommends a good machine learning algo-

rithm to predict the outcome of Mobile Legends matches. Of the 600 match history data ana-

lyzed, this study recommends the Artificial Neural Network (ANN) and Random Forest (RF) 
algorithms as the right algorithms to predict the outcome of the match. Prediction results from 

each algorithm can reach 82% and 80% accuracy. These findings can help the E-sports analysis 

team build their match strategy. 
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Abstrak: Sebuah lembaga penelitian menjelaskan bahwa dengan 83,7 juta penduduk yang 

menggunakan Internet, Indonesia termasuk di dalam 20 besar pengguna internet secara global. 

Berbagai aktivitas individu atau kelompok membutuhkan jaringan internet, salah satunya adalah 
bermain game, untuk perkembangan pada sektor game khususnya game bergenre MOBA 

(Massive Online Battle Arena) sedang hangat diperbincangkan. Ada berbagai macam game 

bergenre MOBA, salah satunya game Mobile Legends. Banyak tim E-Sport Mobile Legends 
khususnya di asia menjadikan fenomena ini sebagai ruang bisnis untuk menghasilkan 

keuntungnya yang besar. Dalam penelitian ini, peneliti merekomendasikan algoritma 

pembelajaran mesin yang baik untuk memprediksi hasil pertandingan Mobile Legends. Dari 600 

data riwayat pertandingan yang dianalisis, penelitian ini merekomendasikan algoritma Artificial 
Neural Network (ANN) dan Random Forest (RF) sebagai algoritma yang tepat untuk 

memprediksi hasil pertandingan. Hasil prediksi dari masing-masing algoritma dapat mencapai 

82% dan akurasi 80%. Temuan ini dapat membantu tim analisis E-sports membangun strategi 
pertandingan mereka. 

 

Kata kunci: artificial neural network; machine learning; mobile legend; prediksi; random forest 
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INTRODUCTION 

 

According to a research institute 

explained that of the 83.7 million people 

in the country's population, Indonesia is 

included in the top 20 internet users in 

the world [1]. With the development of 

time, this number will increase consider-

ing that accessing the internet is getting 

cheaper and easier. Various individual or 

group activities require an internet net-

work, one of which is playing games [2]. 

The game is an interactive activation 

where one or more players follow the 

rules to complete the challenge to pro-

duce a final judgment [3][4]. So to the 

rampant developments in the game 

world today. The rapid development of 

games makes game developers compete 

to create quality games. In terms of de-

velopers, players (players) also take ad-

vantage of this situation to become pro-

players in a game. Many gaming compa-

nies are competing to develop their e-

sports teams for gaming tournaments.  

One of the most popular games 

in the community is the MOBA genre 

game (Massive Online Battle Arena). 

MOBA is a type of game that combines 

two combinations of game genres RPG 

(Role Playing Game) and also RTS (Re-

al-Time Strategy), where the player 

moves an in-game hero from two oppos-

ing teams to destroy the opponent's for-

tress [5][6]. Each hero played has differ-

ent tasks, roles, strengths, and weakness-

es, so a team must combine heroes from 

each player to achieve victory. Many 

MOBA games have been widely played, 

such as Mobile Legends, League of Leg-

ends, Vainglory, Dota 2, etc. From this 

problem, a process is needed to analyze 

match statistics that they can use to im-

prove team performance. Strategy is 

needed to increase the quality of the e-

sports team, with a quick and accurate 

analysis that coaches can use to improve 

the quality of players or strategies in the 

team. Using machine learning can pro-

duce useful information for predicting 

future events [7][8].  

So, in this research, the process 

of predicting the victory of the Mobile 

Legends match will be carried out by 

utilizing the historical data of the previ-

ous match. The data used is in the form 

of match history, which is used as train-

ing data to get prediction results in the 

future. This research will recommend an 

accurate algorithm performance to make 

a prediction. 

In the world of research, the pre-

diction has become a widely discussed 

topic. With the development of today's 

technology, many researchers discuss 

predictions. This technique applies to 

many fields in society. In 2018 literature 

discussed predictions in the game world 

[9][10]. The utilization of machine learn-

ing technology is applied to predict the 

results of the NBA game, as seen from 

the statistical results of the previous 

game [10]. In this case, it can help 

coaches develop their strategies to bene-

fit the next game. It was explained that 

the method used was the development of 

the Hybrid Fuzzy-SVM (HFSVM) mod-

el by combining the Fuzzy technique and 

also Support Vector Machines (SVM). 

The results of this study explain that the 

approach used obtains promising predic-

tive results [11]. This research also raises 

a game that is the highest trend globally. 

Research that discusses the game entitled 

Dota 2 also uses machine learning tech-

niques to predict. What is done in this 

study is to compare the performance of 

several machine learning algorithms 

such as naive Bayes, logistic regression, 

and decision trees. But the findings in 
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this study cannot be separated from the 

playing ability of each player 

[12][13][14]. 

Various research fields use ma-

chine learning as a technology to support 

their strategies. There are also many uses 

of machine learning in the game world 

that are very useful for many people's 

lives. In this study, machine learning 

techniques are used to predict a compa-

ny's bankruptcy in North America [15]. 

This study compares the predictions 

generated from machine learning tech-

niques and traditional statistical tech-

niques. It was explained that the machine 

learning technique was 10% more accu-

rate than the traditional technique. Each 

result from the method used was 87% 

random forest, 69% logistic regression, 

and 50% linear discriminant analysis. 

The health sector also utilizes machine 

learning techniques for the necessary 

predictions. In this study, an analysis of 

medical data was conducted to predict 

the effectiveness of a chronic disease 

outbreak in a community that is fre-

quently affected by the disease. This 

study involves data taken from a hospital 

in China in 2013 – 2015. This study uses 

a convolutional neural network (CNN) 

approach. The prediction accuracy gen-

erated using this approach reached 

94.8% [16]. 

 Mobile legends bang bang are the 

top 5 most popular games in the East 

Asian continent. There hasn't been much 

research that discusses this game. Ma-

chine learning is very helpful in analyz-

ing data, one of which is to determine a 

good strategy in an E-sport Team Mobile 

Legends Bang Bang. Therefore, this 

study aims to provid recommendations 

for the most optimal machine learning 

algorithm used to predict victory. Re-

searchers conducted trials on several 

machine learning algorithms and con-

cluded the 2 best algorithms that could 

be used. 

 

 

METHOD 

 

Research methodology is an im-

portant part of the research process [17]. 

The flow of research will be carried out 

from the data collection process to the 

data analysis process to obtain research 

results. Image 1 is the flow of the meth-

odology used in this study. 

 

 
Image 1. Methodology 

 

Feature selection 

When data mining and machine 

learning are combined to achieve a goal, 

it is necessary to consider future selec-

tion to optimize the results of that goal 

[18][19]. The data used in this study is 
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from historical statistics of match results 

used from previous matches. To further 

improve the performance of prediction 

accuracy, the match data used will be 

taken from the history of matches on the 

mythic tier. This tier is the highest in the 

Mobile Legends game. Statistical results 

from mobile legend matches reflect a 

team's strategy when competing.  

There are 852 data collected from 

several Mobile Legends communities. 

The features used are average gold, av-

erage level, total kills, first blood, first 

turtle, first lord. The following table of 

features used in this study. 

 

Table 1. Mobile Legends Feature 

No  Feature  Description 

1 avgGold The average gold ob-

tained by each team 

in the match 

2 avgLvl The average level 

obtained by each 

team in the match 

3 ttlKill The total number of 

kills obtained by each 

team in the match 

4 frstBlood Is a team that can kill 

the opponent the first 

time after the game 

starts 

5 frstTurtle Is the team that can 

kill the turtle the first 

time after the game 

starts 

6 frstLord Is a team that can kill 

the first lord after the 

game starts 

 

Missing values 

The data collection process is 

carried out at this stage, where the first 

dataset obtained is still not perfect 

[20][21]. This process removes empty 

datasets using the dropna function in py-

thon. Of the 852 data obtained after this 

process, the remaining dataset is only 

832. 

 

Balancing 

In this stage, balancing is done 

on the output used in the dataset. In the 

data mining process there needs to be a 

process of balancing the number of data 

sets used based on data labels [22][23]. 

The next process will look for the maxi-

mum result among the five compari-

sons.The first comparison of the number 

of win labels will be applied by 60% and 

the lose label by 40%, for the next condi-

tion determines win label by 70% and 

the lose label by 30%, then the third 

comparison is 50% for the win label and 

50% for the lose label, then 40% for the 

win label and 60% for the lose label, and 

the last 30% for the win label and 70% 

for the lose label. 

 

Normalize 

In this stage, data normalization 

is carried out on the dataset. Normaliza-

tion makes the numbers in the dataset 

more structured [24][25]. Because the 

dataset used is not well structured, data 

normalization is needed. Normalize data 

using preprocessing scale function from 

python [26]. 

Xnew = (( Xold-Xmin ))/(( Xmax-Xmin )) (1) 

Description: 

X  = Dataset value 

Xnew = The result of the value of X 

after preprocessing 

Xold  = Target value to be preprocessed 

Xmin  = The smallest value of all X 

values 

Xmax  = The largest value of all X val-

ues 

Split data 

Split data is very important for 
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data analysis [27]. The next process di-

vides the data frame into two categories, 

namely training data and testing data. 

The training data is used in the algorithm 

model as training data to achieve a pre-

diction in the machine learning algo-

rithm, while the testing data is used as 

test data to see accuracy, or in other 

words, to see the performance of the 

built model. 

 

Model algoritm 

A computer machine that can 

produce information automatically with 

the experiences provided will produce 

something extraordinary. The next pro-

cess is designing several algorithm mod-

els to compare accuracy scores to rec-

ommend the right algorithm model in 

predicting mobile legends matches. 

 

Table II. Model Algorithm 

No Model algorithm machine learn-

ing 

1 Artificial Neural network 

2 Random forest 

3 K-nearest Neighbor 

4 Logistic Regression 

5 Support Vector Machine 

6 Decision Tree 

 

Evaluation 

The evaluation stage is the last in 

this research. The next process uses sev-

eral evaluation processes to determine 

the best machine learning algorithm 

model. The next process evaluates the 

findings from the design of the algorithm 

model through the confusion matrix ta-

ble [28]. 

 

 
Image 2. Confusion matrix 

 

 

RESULT AND DISCUSSION 

 

The prediction of the Mobile leg-

ends bang bang (MLBB) matches results 

by utilizing historical data from previous 

matches and analyzing using several al-

gorithm models. The two best algorithm 

models were obtained from the analysis 

results, namely Neural network and 

Random forest. And with the results of 

the Balancing process with the number 

of labels win 50% and label lose 50%, 

the maximum accuracy results are 82% 

for the neural network model and 80% 

for the random forest model. The follow-

ing are the results of testing the six pro-

posed algorithm models. 

 

 
Image 3. Accuration report 
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Image 3 describes the accuracy 

scores of each algorithm model tested 

using a dataset made with features of 

selection, missing value, balancing, 

normalizing, and split data. Analysis of 6 

models of machine learning algorithms 

was carried out, where the artificial neu-

ral network algorithm model got an ac-

curacy score of 0.82, the random forest 

algorithm model with a score of 0.80, the 

k-nearest neighbor algorithm model got 

an accuracy score of 0.76, the logistic 

regression algorithm model got an accu-

racy score of 0.78, the support vector 

machine algorithm with an accuracy 

score of 0.75 and the last is a decision 

tree algorithm model with an accuracy 

score of 0.71. Based on the test results 

above, this study recommends two algo-

rithm models with the highest accuracy 

scores: artificial neural network and ran-

dom forest. 

 

Confusion matrix and classification 

report evaluation 

The evaluation results from the 

above model testing process will be dis-

played in this section. The accuracy gen-

erated by the artificial neural network 

algorithm model reaches 81.00%, and 

the random forest algorithm model accu-

racy reaches 80.00%. The details of the 

test results can be described in table 3, 

following the confusion matrix. 

 

Table 3. Confusion matrix of ANN and 

RF 

Prediction  

Value ANN 

Actual value 

Positive 

(win) 

Negative 

(lose) 

Positive class 

(win) 

54 10 

Negative class 

(lose) 

13 43 

Prediction  

Value RF 

Actual value 

Positive 

(win) 

Negative  

(lose) 

Positive class 

(win) 

101 31 

Negative class 

(lose) 

17 91 

 

In addition to the accuracy value, 

this study also displays precision, recall, 

and f1-score values obtained from the 

confusion matrix table. Precision shows 

the results of the level of accuracy be-

tween the requested data and the results 

predicted by the algorithm model, while 

recall serves to display the model's suc-

cess in retrieving information, and the 

f1-score is the weighted average value of 

the results of precision and recall values. 

Classification report on the recommend-

ed algorithm model [29][30]. 

 

Table 4. Peformance report of ANN and 

RF 

ANN Precision Recall F1-

score 

Win 0.86 0.76 0.81 

Lose 0.74 0.85 0.79 

Avg 0.79 0.805 0.80 

 

RF Precision Recall F1-

score 

Win 0.81 0.84 0.82 

Lose 0.81 0.77 0.79 

Avg 0.81 0.805 0.805 

 

Table 4 describes the precision, 

recall, and F1-score from the artificial 

neural network and random forest algo-

rithm models. For the results of the ANN 

model, the precision value of the win 

label is 0.86, and the lose label is 0.74, 

so the average precision value is 0.79 or 
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79%. Then for the recall value of the win 

label, the result is 0.76, and the label lose 

0.85, so the average result is 0.805 or 

80.5%. And lastly, the f1-score value for 

the win label is 0.81, and the lose label is 

0.79, so the average value of the f1-score 

obtained is 0.80 or 80%. Then for the 

results of the RF model, the precision 

value of the win label is 0.81, and the 

lose label is 0.81, so the average preci-

sion value is 0.81 or 81%. Then for the 

recall value of the win label, the result is 

0.84, and the label lose 0.77, so the aver-

age result is 0.805 or 80.5%. And finally, 

the f1-score value for the win label is 

0.82, and the lose label is 0.79, so the 

average value of the f1-score obtained is 

0.805 or 80.5%. 

 

 

CONCLUSION 

 

In this study, from 600 datasets 

that have been preprocessed and tested 

with six proposed algorithm models, the 

study can conclude that the artificial 

neural network and random forest algo-

rithm models are the most appropriate 

algorithm models for predicting the re-

sults of the Mobile Legends Bang Bang 

game. (MLBB) with 82.00% and 

80.00% accuracy, respectively, among 

the four other algorithm models tested. 

Balancing normalizing can affect the ac-

curacy of the artificial neural network 

and random forest algorithm models. In 

designing the artificial neural network 

algorithm model, the percentage of train-

ing and test data, the number of neurons 

in the hidden layer, and the number of 

epochs used can affect the model's score 

results. In this particular case, the re-

searcher uses 80% of the training data 

and 20% of the test data from the entire 

dataset, using eight neurons in 1 hidden 

layer and 50 epochs. While designing the 

random forest algorithm model, it is nec-

essary to pay attention to the number of 

nodes used. In this study are uses 100 

nodes because it can produce the maxi-

mum accuracy score. 
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