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Abstract: The technique of multiclass classification based on SVMs has been widely used. 

SVM optimization will be accomplished by examining the extraction features of Principal 

Component Analysis (PCA), Box-Cox Transformation, and Recursive Feature Elimination 

(RFE). The dataset contains 13,611 rows and 17 variables, generated from the UCI repository's 

multiclass dry bean data. Barbunya, Bombay, Cal, Dermas, Horoz, Seker, and Sira are just a few 

of the dry bean kinds available. The dataset was tested using SVM Linear kernel and SVM Ra-

dial Basis.According to the results, the combination of scale-center-BoxCox-SVM Radial ex-

traction achieves the maximum accuracy of 93.16 percent and the shortest processing time of 

6.10 minutes. 96.00 percent, 100 percent, 96.71 percent, 95.16 percent, 97.60 percent, 97.74 

percent, and 91.95 percent, according to bean class.RFE-SVM Radial has a 91.18 percent accu-

racy and a processing time of 6.55 minutes. BoxCox outperforms conventional techniques in 

terms of prediction accuracy while requiring less training time. 
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Abstrak: Klasifikasi Multikelas menggunakan SVM telah banyak digunakan. Pada penelitian 

ini akan diuji fitur ekstraksi Principal Component Analysis, Box Cox Transformation dan fitur 

eliminisi Recursive Feature Elimination untuk mendapatkan optimasi SVM. Dataset berasal dari 

data multikelas kacang kering UCI repository dengan jumlah 13.611 baris dan 17 variabel. Ke-

las kacang kering yakni :  Barbunya, Bombay, Cal, Dermas, Horoz, Seker dan Sira. Dataset diu-

ji menggunakan kernel SVM Linier dan SVM Radial Basis. Didapatkan hasil, bahwa kombinasi 

fitur ekstraksi : scale-center-BoxCox-SVM Radial memiliki akurasi terbaik yakni 93,16% dan 

waktu proses 6,10 menit. Klasifikasi berdasarkan kelas kacang berturut-turut 96,00%,100%, 

96,71%, 95,16%, 97,60%, 97,74% dan 91,95%. RFE- SVM Radial hanya memberikan akurasi 

sebesar 91,18 % dengan waktu proses sebesar 6.55 menit. Penggunaan BoxCox dibandingkan 

dengan lainnya, memberikan hasil prediksi lebih baik dan namun tidak mempercepat waktu 

pelatihan.  

 

Kata kunci: BoxCox; Kacang; PCA; RFE; SVM 
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INTRODUCTION 

 

Machine learning (ML) has been 

widely applied to the classification of 

plants in agriculture [1], [2]. The classifi-

cation of plant seeds is frequently em-

ployed in machine learning-based classi-

fication predictions. When determining 

coffee beans using ANN (Artificial Neu-

ral Networks) and KNN (K-nearest Net-

works), it was found that ANN outper-

forms KNN by more than 90% [3]. 

Meanwhile, the accuracy of the wheat 

grain test using MLP (Multilayer Percep-

tron) was reported to be 100 percent [4]. 

Dry bean classification using the 

BoxCox transformation and k-folds made 

the classification prediction more 

accurate. During the optimal training 

phase, the model is used for a random 

forest with 50 decision tree parameters 

and a depth of 10, a gradient boosting 

machine model with a learning rate of 1, 

and a light gradient boosting machine 

model with a learning rate of 0. Light 

GBM is the best for training because it is 

99 percent accurate, but only 91 percent 

accurate when it comes to verifying that 

it is correct [5]. 

On the other hand, it was shown 

that KNN outperformed ANN in the clas-

sification of cherry coffee beans [6].PCA 

is also used to accelerate the training time 

of KNN [7]. The Support Vector Ma-

chine (SVM) has a 78 percent accuracy 

rate in detecting cancers [8] .SVM has 

also been used effectively for multiclass 

prediction [9], including a SVM classifier 

of dry beans [10]. Directed acyclic 

graphs can also be used to generate accu-

rate binary predictions in SVM multiclass 

classification [2]. 

Principal component analysis 

(PCA) is a technique that is frequently 

employed in unsupervised dimension re-

duction. PCA was effective in lowering 

the processing time of SVM for the de-

tection of software flaws [11]. Addition-

ally, the PCA extraction function im-

proves the SVM kernel's performance 

[12]. Furthermore, the multi-fault catego-

rization is included [13].  

 The extraction feature of the 

BoxCox transformation makes it possible 

to speed up a time-consuming process by 

up to 70 to 80 percent in remaining usa-

ble life (RUL) forecasting[14]. 

 Through the use of RFE on the 

Support Vector Machine, the accuracy of 

cancer classification is improved, with 

big results [15]. However, it has been 

discovered that although multiclass RFE-

SVM is not very useful for product de-

sign, it can assist in reducing the dimen-

sions [16], which also applies to non-

linear SVM [17]. Adoption of RFE-SVM 

can substantially increase fault diagnostic 

performance [18]. SVM-RFE also 

increases the performance of prediction 

[19]. 

 

 

METHOD 

 

This research comprises various 

stages, starting from the selection of data 

collected from the internet, particularly 

the UCI website data, followed by pre-

processing, feature selection, classifica-

tion, and performance measurement. 

 

Dataset 

This research utilised dry bean 

data, which has 17 parameters with 13 

thousand rows. The dataset comes from 

the UCI repository website [2], particu-

larly the URL: 

https://archive.ics.uci.edu/ml/datasets/Dr

y+Bean+Dataset. Seven types of dry 

beans were applied in this study, taking 

into account characteristics such as 

shape, form, variety, and architecture ac-
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cording to the market scenario.  

Variables consist of: Area, Perim-

eter, Major Axis Length, Minor Axis 

Length, Aspect Ratio, Eccentricity, Con-

vex Area, Equiv Diameter, Extent, Solid-

ity, Roundness, Compactness, Shape Fac-

tor 1, Shape Factor 2, Shape Factor 3, 

Shape Factor 4, and Class.  

 

Preprocessing 

 Four forms of preprocessing are 

used in this process: center, scale, Box 

Cox transformation, and Principal Com-

ponent Analysis (PCA). Equation 1 illus-

trates the Box-Cox formula. 

        {
     

 
        

            
             (1) 

 

Feature Selection 

The feature selection method is 

applied to extract the appropriate varia-

bles for this study. The information is 

used in conjunction with the supervised 

learning technique, which employs two 

approaches, namely the wrapper. RFE 

was utilised in the wrapper technique 

(Recursive Feature Elimination). This 

technique combines the 17 parameters 

into less, which decreases processing 

time by increasing the amount of the 

classification results. 

 

Classification 

Support Vector Machine (SVM) 

is well-known in classified modeling for 

having a simpler mathematical concept 

than other classification techniques. Ad-

ditionally, SVM is good at solving both 

linear and non-linear classification tasks. 

SVM finds the optimal hyper-

plane by maximizing the distance be-

tween classes. A hyperplane is a class-

separating function. 

 

 
Figure 1. Hyperplane SVM. 

 

 For linear classification, use the 

following formula 2: 
  - c = 0   (2) 
 

SVM-RFE  

All classification problems, in 

general, can be reduced to a two-class 

classification problem. The multiple one-

against-all strategy is the simplest and 

most generally used approach when there 

are more than two classes. As a result, 

multiple-class problems can be simplified 

to multiple-class problems with two clas-

ses. Consider a binary decision function 

with a linear kernel, which can be written 

as follows equation 3: 

 

1

sgn( ( )) sgn( )

sgn( .
n

i i i

i

f x wx c

y x x c


 

 
                    (3) 

  denotes the classifier's weight vector. 

The optimized weight vector equals, 

where α is greater than zero if it is α  a 

component of the support vector and less 

than zero otherwise. 

 

SVM Radial Basis Function 

 

The kernel used in the SVM is 

critical, and we use the radial basis 

function (RBF) kernel due to its high 

performance in a variety of applications. 
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As defined previously, the RBF kernel is 

formulas 4: 

2
( , ) exp(

2

i j

i j

x x
K x x




                 (4) 

The kernel width is defined by the value 

σ > 0. 

 

Performance Evaluation 
 

In this work, the classification 

performance has been measured using the 

k-fold cross-validation strategy. This 

stage utilizes a 10-fold cross-validation 

procedure that is replicated ten times. 

The three most critical performance 

measures are sensitivity, specificity, and 

accuracy. Three measures are defined by 

the formulas 3, 4, and 5: 

 

             
  

     
        (5) 

             
  

     
              (6) 

          
∑   ∑  

∑      
            (7) 

  

 

The abbreviations TP, TN, FP, and FN 

are used to show true positive, true nega-

tive, false positive, and false negative. 

 

 

RESULT AND DISCUSSION 

 

Dataset  
The dataset is then partitioned in-

to training and validation data in an 80:20 

ratio. Validation by performing three it-

erations of tenfold cross-validation. Bar-

bunya and Bombay beans will be pro-

cessed. Cali, Dermas, Horoz, Seker, and 

Sira are some of the beans. 

The dataset as a whole has 13,611 

rows and 17 variables. After dividing, we 

have 10891x17 lines and 2720x17 lines 

for validation. 

Tabel 1. Bean Class with dataset and val-

idation 

  Class Dataset Validation 

Barbuya 1058 264 

Bombay 418 14 

Cali 1304 326 

Dermason 2837 709 

Horoz 1543 385 

Seker 1622 405 

Sira 2109 527 

   

SVM Kernel Linier 

Scale, center, BoxCox, and PCA 

preprocessing tests have been performed. 

Thus, four data points were obtained: ac-

curacy, kappa, p-value, and time, as 

shown in table 1. At 0.92, the three tests 

(CS, CS-PCA, and CS-BoxCox) pro-

duced nearly identical results but re-

quired less processing time. The process 

happens more slowly in the case of CS-

BoxCox.  

 

SVM Kernel  Radial 

The tests were conducted using 

the same approach as in the Linear SVM, 

namely the Scale, Center, BoxCox, and 

PCA preprocessing. Table 2 summarizes 

the results of the 4 treatments. With a 

computation time of 6.108614 minutes, 

the CS-BoxCox test has the higher preci-

sion. 

 

 

 

 

 

 

Figure 2. Cost vs Accuracy (RCV). 

The accuracy of SVMRadial-CS,  

 

BoxCox (Figure 2) is stable with 

a cost greater than 0.5 and a maximum 

accuracy value higher than 0.93. 
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Table 2. SVM Linier with Scale,Center,PCA, and  BoxCox 

Model CS CS,PCA CS,Boxcox CS,PCA,Box 

Accuracy 0.9268 0.9272 0,925 0,8912 

p-value 2.2e-16 2.2e-16 2.2e-16 2.2e-16 

kappa 0.9115 0.912 0,9093 0,8683 

time 25.12 18.54 49,12 47,50656 

 

 

Table 3. SVM Radial with Scale,Center,PCA, and BoxCox 

Model CS CS,PCA CS,Boxcox CS,PCA,Box 

Accuracy 0,9312 0,9279 0,9316 0,8945 

p-value 2.2e-16 2.2e-16 2.2e-16 2.2e-16 

kappa 0,9168 0,9128 0,9172 0,8723 

time 5,046 5,568402 6,108614 7,180174 

 

 

Table 4. Confusion Matrix CS-BoxCox-SVM Radial 

Prediction   Barbunya   Bombay Cali Dermas Horoz Seker Sira 

Barbunya 244 0 8 0 1 1 0 

Bombay 0 104 0 0 0 0 0 

Cali 12 0 307 0 5 0 1 

Dermas 0 0 0 663 3 4 57 

Horoz 0 0 9 0 369 0 6 

Seker 0 0 1 7 0 389 5 

Sira 8 0 1 39 7 11 458 

 

Table 5.  CS-BoxCox - SVM Radial 

Class Barbunya Bombay Cali Dermas Horoz Seker Sira 

Sensitivity 0.92424 1 0.9417 0.9351 0.9584 0.9605 0.8691 

Specificity 0.99593 1 0.9925 0.9682 0.9936 0.9944 0.9699 

Accuracy 0.96009 1 0.9671 0.9516 0.9760 0.9774 0.9195 

 

Performance Classification 

With a score of 1, the Bombay 

class has the best accuracy, sensitivity, 

and specificity. with the smallest possible 

classes (104 pieces). It was only when 

the Sira class did well that they had the 

best accuracy, sensitivity, and specificity 

scores of 0.8691, 0.9699 and 0.9195, re-

spectively.  

 
Figure 3. Sensivity, Specificity and Ac-

curacy each class 
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Feature Elimination  

In this study, recursive feature 

elimination is utilized to limit the number 

of factors used in prediction. Apart from 

class, seven variables can be utilized as 

predictors: convexArea, area, equivDi-

ameter, perimeter, minorAxisLength, and 

class. 

 
Figure 4. Boxplot of five variables ob-

tained by RFE. 

 

During the previous test, it was 

established that the SC BoxCox-SVM 

Radial model performed significantly 

better than the other models. Following 

that, perform the RFE-SC, BoxCox-SVM 

Radial test. The accuracy and kappa val-

ues obtained from this measurement are 

0.9118 and 0.8931, respectively. With a 

cost-effective value, it indicates that the 

likelihood of misclassification is quite 

low.  

 
Figure 5. Cost vs Accuracy (RCV) RFE 

 

 

 

CONCLUSION 

 

The research discovered that us-

ing linear SVM and non-linear SVM with 

simple preprocessing scale and center 

produced accuracy values of more than 

90%. With the use of PCA, the prediction 

process for linear SVM can be enhanced. 

However, combining PCA with BoxCox 

actually reduces the accuracy of the re-

sults. It differs from BoxCox in that non-

linear can boost the accuracy of the find-

ings while decreasing the processing 

speed. RFE-SVM Radial does not outper-

form BoxCox-Radial, but it does outper-

form the 91 percent accuracy achieved by 

using only seven variables, a ten-variable 

reduction.  
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